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Abstract. Many machine learning areas use subsampling techniques with dif-
ferent objectives: reducing the size of the training set, equilibrate the class im-
balance or non-uniform cost error, etc. Subsampling affects severely to the be-
havior of classification algorithms. Decision trees induced from different sub-
samples of the same data set are very different in accuracy and structure. This 
affects the explanation of the classification; very important in some domains. 
This paper presents a new methodology for building decision trees. The final 
classifier is a single decision tree, so that it maintains the explaining capacity of 
the classification. A comparison in error and structural stability of our algo-
rithm and the C4.5 algorithm is done. The decision trees generated using the 
new algorithm, achieve smaller error rates and structurally more steady trees 
than C4.5 when using subsampling techniques. 

1   Introduction

Many machine learning areas use subsampling techniques with different objectives. 
The first example could be the construction of a multiple classifier able to obtain lar-
ger accuracy in the classification [3],[9],[11],[6],[1]. Another application of subsam-
pling can be the reduction of the size of the data base, so that it becomes usable for the 
corresponding machine learning algorithm [17],[4]. Probably one of the most impor-
tant applications of subsampling is to use it in order to equilibrate the class distribu-
tion, in databases with class imbalance [17],[12]. There are many areas where cases of 
one of the classes can be difficult to obtain medicine, fraud detection, etc., this 
leads very often to class imbalance in the data set which in general, does not even 
coincide with the natural distribution or the case distribution of the data expected in 
reality. Another similar case is the one of data sets with non-uniform cost, so that the 
cost of errors is not the same for the whole confusion matrix. The use of subsampling 
techniques to make some errors become more important than others can be a way of 
introducing such a cost in the learning algorithm when the algorithm does not take into 
account the cost-matrix in the induction process oversampling or undersampling
[8]. 
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In all the mentioned cases the initial data set is subsampled to build one or several 
subsamples. These will be given to the learning algorithm in order to build a classifier. 
This subsampling affects severely the behavior of the classification algorithms [12]. 
Decision Trees (DT) are not an exception. Decision trees induced from different sub-
samples of the same data set, are very different in accuracy and structure [7]. This last 
feature needs to be taken into account because in many domains it is as important as 
the first one. There are areas such as illness diagnosis, fraud detection in different 
fields, customer’s behavior analysis (marketing), etc. where the algorithm used to 
make the classification has to provide an explanation about the decision made. In this 
kind of problems, the coming actions will depend on the explanation given by the 
classifier. This makes important the fact that the structure of the induced classifier 
does not vary excessively due to the subsampling.

This paper presents a new methodology for building decision trees. The meta algo-
rithm can be used when subsampling has to be done due to any of the reasons men-
tioned before. A comparison in error and structural stability of our algorithm and the 
C4.5 algorithm [15] is presented in this work. The results will show that the decision 
trees generated using the new algorithm, achieve smaller error rates than C4.5. The 
classification is made in a different way bagging and boosting do it where the final 
classification is made based on a set of base classifiers (for example DT). In our 
system the final classifier is a single decision tree, so that it maintains the explaining 
capacity of the classification. The structural analysis presented in this work proves that 
the new algorithm has a more steady behavior than C4.5. It is more steady, less com-
plex except in the cases where it manages to situate in a better position in the learn-
ing curve [10] and it obtains a smaller error rate in most of the analyzed domains 
giving this way a better quality to the explanation.
The paper proceeds with the description of our new methodology for building deci-
sion trees, Section 2. In Section 3, the description of the data set and the experimental 
set-up is presented. The results of our experimental study are discussed in Section 4. 
Section 5 is devoted to comment further work. Finally, Section 6 summarises the con-
clusions.

2   Consolidated Trees’ construction algorithm

Consolidated Trees Construction algorithm (CTC), is based on resampling techniques 
[13],[14]. This technique is radically different from bagging and boosting; the consen-
sus is achieved at each step of the trees’ building process and only one tree is built. All 
the trees being built (using the base classifier: C4.5 in our case) from the different 
subsamples, make proposals about the variable that should be used to split in the cur-
rent node. The decision about which variable will be used to make the split in a node 
of the consolidated tree (CT) is accorded among the different trees. The decision is 
made by a voting process level by level. Based on this decision, all the trees (each one 
associated to a different subsample) are forced to use the same variable to make the 
split. The process is repeated iteratively until some stop criterion is fulfilled.
The algorithm starts extracting from the original training set a set of subsamples 

(Number_Samples) to be used in the process. The subsamples are obtained based on 
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the desired resampling technique (Resampling_Mode). The consolidation of nodes, in 
the CT’s construction process, is made step by step the following way:

− The variable that would be used to make the split at this level of the CT tree is 
suggested by each tree.

− The number of trees that propose to make an split is counted and the decision is 
made depending on the established criteria, Crit_Split (ex: absolute majority, ...).

− If the decision is to split, the most voted variable is selected.

− Crit_Branches criteria is used to decide the branches the node to split will have.

− The accorded split is forced (variable and stratification) in every tree.
The used subsampling technique and the number of subsamples used in the tree’s 

building process are important aspects of the algorithm [16]. There are many possible 
combinations for the Resampling_Mode: size of the subsamples 100%, 75%, 50%, 
etc; of the original training set , with replacement or without replacement, stratified 
or not, etc. The options presented in this work are 75% and 50% without replacement. 
Related to the Crit_Branches criteria, if the variable to split is continuous, the cut-

ting point has to be determined (ex: using the mean or the median of the values pro-
posed for that variable). But, when the variable to split is discrete, a set of categories 
for each branch has to be selected (ex: a branch for each category, using heuristics 
such as C4.5’s subset option, etc.). Both kind of trees have been pruned using the 
pruning algorithm of the C4.5 R8 software, to situate both systems in a similar zone in 
the learning curve. We can not forget that developing too much a classification tree 
leads to a greater probability of overtraining.
Once the consolidated tree has been built, its behavior is similar to the behavior of 

a single decision tree. Section 4 will show that the trees built using this methodology, 
have better discriminating capacity and they are less complex.

3   Experimental methodology

Twenty databases of real applications have been used for the experimentation. Most of 
them belong to the well known UCI Repository benchmark [2], widely used in the 
scientific community. The Segment domain has been used for experimentation in two 
different ways: taking into account the whole set of data (segment2310) and respecting 
the training/test division of the original data set. The Faithful database is a real data 
application from our environment, centered in the electrical appliance’s sector. In this 
case, we try to analyze the profile of the customers during the time, so that a classifi-
cation related to their fidelity to the brand can be done. In this kind of applications, the 
use of a system that provides explanation is very important; it is nearly more important 
to analyze and explain why a customer is or is not faithful, than the own categorization 
of the customer.
The CTC methodology has been compared to the C4.5 tree building algorithm Re-

lease 8 of Quinlan [15], using the default parameter settings. The methodology used 
for the experimentation is a 10-fold stratified cross validation [10].
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In order to compare the behavior of the two algorithms the same procedure has 
been used in each of the folds of the cross-validation: 100 subsamples have been ex-
tracted, always without replacement and with sizes of 75% and 50% (Resam-
pling_Mode). These subsamples have been used to build both kinds of trees, CT and 
C4.5. Being the aim of this work just the analysis of the effect of subsampling in dif-
ferent kinds of trees, the generated subsamples maintain the class distribution of the 
original training set (stratified samples). 
In each case we have calculated the error and the complexity of the trees. The com-

plexity is estimated as the number of internal nodes of the tree. A structural distance 
among the trees that are being compared has been defined. This structural measure is 
based on a metric that takes into account the variability in the nodes of a set of trees 
(the measure is a pair to pair comparison among all the trees of the set). If two nodes 
will be counted as common nodes, they have to coincide in the variable used to make 
the split, the stratification and the position in the tree. The value appearing in the re-
sults presented in Section 4, is Common. It refers to the nodes of the tree, that coincide 
in the whole set of compared trees. This value is calculated starting from the root and 
covering the whole tree, level by level. So, the measure takes into account the rank of 
importance the algorithm has given to each one of the variables appearing in the tree 
the nearer the variable is from the root of the tree, more importance has it in the 
classification when making the comparison. A more formal definition of the struc-
tural metric can be found in [14]. This metric quantifies the homogeneity of a set of 
trees. If the difference among the trees comes from the subsample used to induce them 
(Resampling_Mode and Number_Samples), we are measuring the influence of the 
different resampling modes in the induction algorithm. 
From a practical point of view, Common quantifies the explaining capacity and sta-

bility of the classification tree, whereas the error would quantify the “quality” of such 
an explanation. Evidently it is not enough to have a greater value in Common to have 
greater explaining capacity; it is compulsory to have a similar or smaller error rate.
In order to evaluate the improvement achieved in a given domain by using the algo-

rithm CTC compared to the algorithm C4.5, we calculate the relative improvement or 
relative difference for the error (R.Dif) and the Common. For every result we have 
tested the statistical significance [5],[6] of the differences of the results obtained with 
the two algorithms using the paired t-test with significance level of 95% and 90%.

4   Results

This section is devoted to present the results of different comparisons made among the 
two algorithms (C4.5 and CTC). For the CTC, all the possible trees without repeating 
none of the 100 subsamples have been built. This has lead to different number of 
instances of CTs when varying the parameter Number_Samples (N_S): 5 (20 trees), 10 
(10 trees), 20 (5 trees), 30 (3 trees), 40 (2 trees) and 50 (2 trees).
The kind of problems mentioned in the introduction can be faced undersampling 

(C4.5100) or oversampling (C4.5union) the original dataset. Both options have been 
compared in the experimentation to CTC. The comparison with C4.5 trees induced 
directly from the whole fold (C4.5not resampling) is also done and presented later.
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4.1   CT versus C4.5100 and C4.5union

100 trees (one with each subsample) have been built for the C4.5 and the averages of 
the obtained results (C4.5100) are compared to CTs. The graphics in Fig. 1 show the 
mean of the error and Common obtained with both algorithms for all the databases. 
The horizontal axe represents the different values of the parameter N_S  we have tried 
(5, 10, 20, 40 and 50). Continuous lines show the results (error and Common) ob-
tained with Resampling_Mode 75%, and dotted lines the ones obtained with 50%.

Fig. 1. Average results of the Error (left) and the Common (right) for CTC and C4.5100

It can be observed that the results obtained with CTC are better in error than the 
ones obtained with C4.5100, for both values of the parameter Resampling_Mode: 75% 
and 50%. CTC algorithm has also greater explaining capacity and is more steady than 
C4.5100. The results with 75% are in average better than the ones achieved with 50%. 
The analysis of the previous results shows that the behavior of CTC is better than 

the behavior of C4.5 when subsampling has to be used for building decision trees.
The difference in behavior among the two algorithms can be due to the amount of 

information of the original training set “seen” by each one. The CTC building process 
is based on a set of subsamples. A CT “sees” more information than a C4.5 tree. This 
has lead us to design another comparison, where the way the subsamples have been 
used to induce the C4.5 trees, has been changed. In this experimentation as many C4.5 
trees as CTs will be built. The sample used to induce each one of the C4.5 trees 
(C4.5union) will be the union of the subsamples used to build the corresponding CT. So, 
in this experimentation the information “seen” by both algorithms is the same. Fig. 2 
and Table 2 show that results for C4.5union are considerably worse than for CTC. 
Moreover, when Resampling_Mode is 75%, the error rates get with C4.5union are even 
greater than the ones obtained with C4.5100.
Even if the mean of the results get for every data set with C4.5union and C4.5100 are 

worse than the ones get with CTC, it is important to underline that there are some 
domains where the behavior of the C4.5union (or C4.5100) is better than the behavior of 
CTC. In Table 1 it can be observed that for the domain Sick-E the best results are 
achived by the C4.5100. Looking to Table 2 we can say that the best results for the 
domain Soybean-L are achived by C4.5union.
Going back to the information Fig. 1 and Fig. 2 provide us, we can observe that the 

behavior of the CTC algorithm related to both aspects, error and Common, improves 
when the value of N_S increases. Even though for the whole range studied, the results 

1,00

2,00

3,00

4,00

5,00

6,00

7,00

8,00

9,00

10,00

5 10 20 30 40 50

Number_Samples

C
om
m
on

CTC(75%) C4.5_100(75%)
CTC(50%) C4.5_100(50%)

14,50

15,00

15,50

16,00

16,50

17,00

5 10 20 30 40 50

Number_Samples

Er
ro
r

CTC(75%) C4.5_100(75%)
CTC(50%) C4.5_100(50%)

143



for CTC (error and structure) are better than the ones obtaines for any of the versions 
of C4.5 Although the best average results have been obtained when N_S = 50, taking 
into account the trade-off among the obtained results and the computational cost of the 
CTC building process, it seems reasonable to use the value 30 for the N_S parameter.

Fig. 2. Average results of the Error for CTC and C4.5union (C4.5100 is also added as reference) 

Table 1. Results of Error and Common for every domain. For each domain, CTC (N_S = 30) 
and C4.5100, with Resampling_Mode = 75% and 50% appear

Resampling_Mode = 75% Resampling_Mode = 50%
Error Common Error Common

CTC C4.5100 R.Dif CTC C4.5100 R.Dif CTC C4.5100 R.Dif CTC C4.5100 R.Dif
Breast-W 5,89 6,30 -0,06 2,90 1,71 0,70 5,70 7,05 -0,19 2,53 1,12 1,27
Heart-C 22,33 23,92 -0,07 6,87 1,43 3,80 22,57 25,51 -0,12 3,13 0,71 3,41
Hypo 0,76 0,79 -0,04 4,17 2,67 0,56 0,95 0,87 0,10 2,83 2,11 0,34
Lymph 18,27 21,12 -0,14 8,90 2,22 3,00 19,09 23,06 -0,17 5,30 0,69 6,69
Credit-G 26,97 27,75 -0,03 14,00 2,34 4,99 27,53 28,81 -0,04 5,67 1,19 3,75
Segment210 10,80 11,98 -0,10 5,03 2,09 1,41 12,21 14,16 -0,14 4,67 1,70 1,75
Iris 4,23 6,38 -0,34 2,67 2,05 0,30 5,12 6,57 -0,22 2,00 1,62 0,23
Glass 29,18 32,04 -0,09T 7,37 2,65 1,78 27,30 35,11 -0,22 5,73 1,48 2,87
Voting 3,36 4,18 -0,20 4,60 2,19 1,10 3,75 4,82 -0,22 3,80 1,37 1,77
Hepatitis 19,30 20,45 -0,06 3,17 0,84 2,76 19,28 20,29 -0,05 2,80 0,33 7,59
Soybean-L 14,86 16,10 -0,08 16,20 4,62 2,50 14,90 20,50 -0,27 9,60 2,16 3,44
Sick-E 2,34 2,18 0,07 8,90 4,77 0,86 2,49 2,42 0,03 5,07 3,31 0,53
Liver 34,50 36,11 -0,04 9,27 1,18 6,84 35,45 37,32 -0,05 4,90 0,50 8,89
Credit-A 15,20 14,86 0,02 5,77 2,11 1,73 15,48 15,22 0,02 5,13 1,52 2,37
Vehicle 27,40 28,58 -0,04 16,87 7,13 1,37 28,85 30,18 -0,04 9,93 3,48 1,85
Breast-Y 26,36 28,11 -0,06 2,20 0,71 2,11 28,42 29,11 -0,02 2,67 0,51 4,19
Heart-H 21,96 21,61 0,02 5,27 1,37 2,85 23,59 21,62 0,09 4,73 0,90 4,26
Segment2310 3,23 3,96 -0,18 22,20 10,39 1,14 3,51 5,07 -0,31 14,97 6,61 1,26
Spam 7,29 7,68 -0,05 13,87 4,50 2,08 7,74 8,50 -0,09 8,47 2,06 3,12
Faithful 1,47 1,52 -0,03 2,67 6,58 -0,59 1,54 1,69 -0,09 2,00 5,23 -0,62
Average 14,79 15,78 -0,07 8,14 3,18 2,06 15,27 16,89 -0,10 5,30 1,93 2,95

Table 1 shows the results of the comparison of CTC (with N_S = 30) and C4.5100.
In the case of 75%, the table shows that in 17 domains out of 20, the error is smaller 
for CTC than for C4.5100. The differences are statistically significant in 9 databases 
8 with a confidence level of 95% (marked with ) and 1 with a 90% (marked with 
T). In the databases where results for C4.5100 are better, the differences are never 
significant. In this situation, it is worth the comparison of the explaining capacity of 
the different classifiers. The data show that the CTs achieve a higher explanation level 
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than C4.5100 (in average 8,14 compared to 3,18) and besides, it is steadier. There is an 
exception in Faithful database. This happens because the complexity of C4.5100 trees 
is an order of magnitude larger, but, error is smaller for CTC and the difference is 
significant. From this point of view of the comparison, statistically significant differ-
ences are obtained in every database. The analysis for 50% gives us similar results. 
The mean obtained for both algorithms tends to slightly increase the error and de-
crease de Common. Anyway the results obtained with CTC are better than those ob-
tained with C4.5100, with significant differences for the error in 9 of de data sets and in 
all but two for the Common.

Table 2. Results of Error for every domain. For each domain, CTC (N_S = 30) and C4.5union, 
with Resampling_Mode = 75% (left) and 50% (right) appear.

Error
Resampling_Mode = 75% Resampling_Mode = 50%
CTC C4.5union R.Dif CTC C4.5union R.Dif

Breast-W 5,89 7,10 -0,17 5,70 7,25 -0,21
Heart-C 22,33 27,38 -0,18 22,57 28,16 -0,20
Hypo 0,76 1,26 -0,40 0,95 1,25 -0,24
Lymph 18,27 25,00 -0,27 19,09 23,07 -0,17
Credit-G 26,97 31,90 -0,15 27,53 31,60 -0,13
Segment210 10,80 10,41 0,04 12,21 10,41 0,17
Iris 4,23 6,02 -0,30T 5,12 5,79 -0,12
Glass 29,18 29,00 0,01 27,30 28,82 -0,05
Voting 3,36 4,59 -0,27 3,75 4,82 -0,22
Hepatitis 19,30 20,92 -0,08 19,28 21,85 -0,12
Soybean-L 14,86 12,91 0,15 14,90 11,92 0,25
Sick-Ed 2,34 2,95 -0,21T 2,49 2,88 -0,13
Liver 34,50 36,95 -0,07 35,45 35,98 -0,01
Credit-A 15,20 18,19 -0,16 15,48 17,77 -0,13T
Vehicle 27,40 26,93 0,02 28,85 27,04 0,07
Breast-Y 26,36 35,50 -0,26 28,42 34,07 -0,17T
Heart-H 21,96 22,85 -0,04 23,59 25,19 -0,06
Segment2310 3,23 3,23 0,00 3,51 3,51 0,00
Spam 7,29 7,77 -0,06 7,74 7,67 0,01
Faithful 1,47 2,35 -0,37 1,54 2,42 -0,36T
Average 14,79 16,66 -0,14 15,27 16,57 -0,09

Table 2 shows the error related comparison among C4.5union and CTC.
In some previous studies [13],[14], we made a third comparison among C4.5 and 

CTC algorithm. In this case the CTs have been built using the same methodology 
described in this section. But, the C4.5 trees have been built directly from the training 
data belonging to each fold of the 10-fold cross-validation, without using any resam-
pling technique. In this experimentation, the C4.5 algorithm uses all the existing in-
formation in each fold, that is, the same amount or more information than the CTC 
will see. Next subsection presents a summary of the obtained results.

4.2   CT versus C4.5not-resampling

We can not forget that the comparison presented in this subsection does not solve the 
problem described in the introduction of this article; the cases where subsampling is 
compulsory due to different reasons class imbalance, sample’s size, etc.. The aim 
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of including these results in the paper is to add one more comparison where both algo-
rithms induce the decision trees parting from the same information. In this case 
C4.5not resampling will use all the information of the fold but without repeated cases 
which makes it different from C4.5union. 
The C4.5not resampling reaches in this experiment the best results from the three possi-

bilities C4.5100, C4.5union and C4.5not resampling (see Fig. 3).

Fig. 3. Average results for Error (left) and Common (right) for  CTC and C4.5not resampling

The error rate tends to be smaller in CTC for both values of Resampling_Mode as 
the value of N_S parameter is increased. The differences with the error in C4.5not resam-
pling are not statistically significant in any of the domains. Moreover, from the struc-
tural point of view, the behavior of CTC is better.
Therefore, we can say that decision trees induced with the CTC meta-algorithm, 

when Resampling_modee is 75% have a lower error rate than those induced with 
C4.5not resampling, and they are structurally steadier. As a consequence they provide a 
wider and steadier explanation, that allows to deal with the problem of the excessive 
sensitivity decision trees have, to subsampling methods.

5   Future research

The results in error and structural stability lead us to think that the increase of the 
parameter N_S could help to achieve better quality results. Anyway, the graphics show 
that the CTC is not very sensitive to changes in N_S. So, the increase of the computa-
tional cost that this parameter can produce must be considered. Analysis of the results 
obtained for both algorithms with other percentage values for the Resampling_Mode
parameter can also be interesting.
We have observed that decision trees induced with the CTC algorithm tend to con-
verge to a single tree beyond a specific value of the N_S parameter (about 30). Fig. 4 
shows the convergence for Breast-W domain. The value appearing in Fig. 4 (%Com-
mon) is calculated by normalizing the Common value in respect to the trees’ size. The 
curves represent the values of %Common in each one of the folds of the cross-
validation. The use of different subsamples to build a C4.5 tree has in the structure the 
same effect mentioned in Section 4.1 for the CTC; the value of Common increases 
when N_S is augmented. But, Fig. 4 shows that the CTs converge to an unique tree 
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after a certain value of N_S (left), whereas C4.5 trees (right) show a greater structural 
variation. This study will reduce the possible values N_S parameter can take.

Fig. 4. Structural convergence of the CTC and the C4.5union for the Breast-W domain 

The CTC meta-algorithm provides a way to deal with the need of resampling the 
training set, either for a class imbalance problem or a size problem. Anyway, we are 
working in quantifying the influence that changes in the class distribution can have in 
the CTC algorithm. It would also be interesting the comparison of the results obtained 
with other techniques that use resampling in order to improve the accuracy of the 
classifier, such as bagging, boosting, etc. We can not forget that this techniques lack 
the explaining capacity the CTC has. We also have in mind to use different paralleli-
zation techniques (shared memory and distributed memory computers), to accelerate 
the building process of CTC.

6   Conclusions

In this work we have presented a new decision tree construction methodology (CTC) 
able to afford a problem that standard decision trees suffer: unsteadiness when small 
changes in the training set happen. There are two usual situations where the training 
set has to be modified: class imbalance and large data sets. 

In the proposed methodology the needed subsampling technique is introduced in-
side the induction algorithm, because subsampling is inherent in the CTC algorithm.
The behavior of the CTC algorithm has been compared to C4.5 in three different 
ways, and for twenty databases. The obtained decision trees achieve smaller error 
rates and larger structural stability, so a steadier explanation level. This is essential for 
some specific domains (medical diagnosis, fraud detection, etc.)
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