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Abstract. For the generation of trust in the use of information and communica-
tions technologies it is necessary to demonstrate security in the use of these tech-
nologies. Security metrics or assurance metrics are the most appropriate method
to generate that trust. In this article we propose a series of features for classi-
fying security metrics. We present the main conclusions obtained through this
classification together with the list of metrics analyzed.

1 INTRODUCTION

The information and support processes, systems and networks are important assets to
any organization. These assets suffer risks and insecurities continually coming from a
wide variety of sources, including threats based in malicious code, programming errors,
carelessness of people, sabotages or fires.

According to [1], the loss due to malicious code alone exceeded $13 billion in 2001,
and security expenditures are projected at more than $3 billion in 2004.

This concern has prompted many organizations and investigators to propose differ-
ent metrics to evaluate the security of their information system. In general, there exists a
consensus in affirming that the election of the metric depends on those concrete security
necessities of each organization. Most of the analyzed proposals propose methodologies
for the election of these metrics [2—7]. Even in some cases the necessity is suggested of
developing specific methodologies for each organization [8].

In any one of these proposals the necessity is to quantify the different relative as-
pects of security to be able to understand, to control and to improve the trust in the
information system.

If an organization doesn’t use security metrics to make decisions, the choices will
be motivated by purely subjective aspects, external pressures or even purely commercial
motivations.
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2 SECURITY METRICS

2.1 Metrics Classification

To analyze the different metric proposals it is necessary to use certain approaches to
classify them and to be able to obtain conclusions.

The selection of these classification approaches is based on the different previous
proposals [9,3,4,7], keeping in mind that they cover the different necessities of the
security of an organization, eliminating the repetitions of proposed approaches and se-
lecting those approaches with greater generality.

The approaches selected to classify the security metrics correspond to the differ-
ent objectives of security pursued, to the control area used to get those objectives, the
moment that those controls are applied and to the audience directed with that metric.

1. Security Objective (SO). The security of a system is characterized by information
like the persecution of the following objectives:

— Confidentiality, assuring that only those who are authorized can access the in-
formation.

— Integrity, assuring against the unauthorized modification of the information.

— Availability, assuring that the authorized users have access to the information
and their assets associates when they require it.

— Authentication, assuring that the identity of a subject or resource is the one
claimed.

In our study, we have included a general objective to characterize those metrics that
pursue two or more objectives of security.

2. Control Area (CA). The previous objectives are achieved using different controls
in the information system. According to [9], those different types of controls to get
the objectives of security can be classified as:

— Management. Security controls that can be characterized as managerial. In gen-
eral, they focus on the management of the computer security program and the
management of the risk within the organization.

— Operational. Security controls implemented and executed by people (as op-
posed to systems).

— Technical. Security controls that the computer system executes.

3. Temporal Dimension (TD). From the point of view of the risks management, the
used controls can be applied in different instants:

— Preventive. Designed to lower the amount and impact of threat.

— Detective. Used to detect threat once it has occurred.

— Corrective. Implemented to help mitigate the impact of a loss event.

— Recovery. They allow the recovery of the system to the state previous to the
attack.

4. Intended Audience (IA). The security metrics are the fundamental mission to in-
form on the different aspects of security. [7] classifies a metric depending on the
following intended audience:

— Technical. Technical personnel of the company or institution.

— Decision Makers. Different people responsible for the company.

— External Authorities. Any external entity to the company that should inform on
the situation of the security of the company.
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2.2 Metrics features

The information of the previous paragraph can be even more valuable to the stake-
holders if it comes accompanied by additional information on the metrics themselves,
which may help discriminate between metrics with the same functionality and purpose.
Based on the proposal of [10], we will distinguish six features for a given metric. The
first group identifies three of the basic (intrinsic) properties of any metric. The three
remaining features determine whether the metric has been validated or not, the kind of
validation used (theoretical or empirical), and whether the metric has a tool that auto-
mates its measurement process or not.

1. Objectivity/Subjectivity (O/S). A metric is objective if its values are calculated by
an algorithm or a mathematical formula. On the contrary, a metric is subjective if
its measurements are (totally or partially) provided by a human being. In case of
subjective metrics, it is very important to record the person or expert that performs
the evaluation and provides the values.

2. Direct/Indirect (D/I). According to ISO 9126, a direct measure is a measure of an
attribute that does not depend upon a measure of any other attribute. An indirect
measure is a measure of an attribute that is derived from measures of one or more
other attributes.

3. Run-time/Static (R/S). This characteristic classifies a metric depending on the mo-
ment in which it can be measured. Run-time metrics can only be measured during
system operation, acting on instances of the component or system being evaluated.
Static measures can be evaluated based on the component properties only. Exam-
ples of run-time measured metrics are percentage of used media sanitized before
reuse or disposal and number of intrusion attempts reported. Static measured met-
rics include percentage of systems that have a contingency plan or percentage of
laptops with encryption capability for sensitive files.

4. Theoretical Validation (TV). The main goal of theoretical validation is to prove that
a metric actually measures what it is supposed to measure [11]. Theoretical valida-
tion can also help us know when and how to apply the metric. This feature indicates
whether the metric has been theoretically validated or not, and how. Even though
several methods and principles have been proposed for metric theoretical valida-
tion (mainly in the context of software engineering), there is no widely accepted
proposal yet. The two major approaches currently proposed are the following:

— Measurement-theory based approaches such as those proposed by [12], [13],
and [14].

— Property-based approaches (also called axiomatic approaches), such as those
proposed by [15] and [16, 17].

5. Empirical Validation (EV). Empirical validation tries to demonstrate with real ev-
idence that the metrics meet their objective, and that they are useful in practice.
There are three major types of empirical research strategy:

— Experiments. Experiments are formal, rigorous and controlled investigations.
They are launched when we want control over the situation and want to ma-
nipulate behavior directly, precisely and systematically. Hence, the objective
is to manipulate one or more variables and control all other variables at fixed
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levels. An experiment can be carried out in an off-line situation, for example
in a laboratory under controlled conditions, where the events are organized to
simulate their appearance in the real world. Experiments may alternatively be
carried out on-line, which means that the research is executed in the field under
normal conditions [18, 19].

— Case Studies. A case study is an observational study, i.e., it is carried out by the
observation of an on-going project or activity. The case study is normally aimed
at tracking a specific attribute or establishing relationships between different
attributes. The level of control is lower in a case study than in an experiment
[20].

— Surveys. A survey is often an investigation performed in retrospect, when, for
example, a tool or technique has been in use for a while. The primary means
of gathering qualitative or quantitative data are interviews or questionnaires.
These are completed by taking samples which are representative of the pop-
ulation to be studied. The results from the survey are then analyzed to derive
descriptive or explanatory conclusions. Surveys provide no control over the ex-
ecution or the measurement, though it is possible to compare them to similar
ones [21].

6. Automation (A). This feature indicates whether the metric has specific tool sup-
port or not. Not only methodological, but also technological support is definitely
required for the effective use of metrics in industrial settings [22].

3 ANALYSIS OF EXISTING SECURITY METRICS

As mentioned in the introduction, we are currently witnessing a proliferation of met-
rics for security. For the present study, we surveyed the existing literature on these
topics, looking for metrics that could provide interesting information for description,
comparison or prediction of any aspect related to the security of an information sys-
tem. Interestingly, we had to discard some of the metrics because they didn’t have a
sufficient description to be able to determine the values of those characteristics used
to classify these metrics. Examples of these metrics include those used as examples
in those articles that describe methodologies for the construction of these metrics. We
also discarded repeated metrics, i.e., those metrics proposed by more than one author.
We included one instance of such metrics only. Finally, 57 metrics from 85 different
proposals were selected, which are listed in the Appendix of this paper.

Regarding the specific classification approaches to security, the results have been
the following:

— Security Objective: 74% of the metrics were general, while 9% of the metrics were
to do with availability and authentication.
7% were confidentiality metrics and only one was specific to the integrity.

— Control Area: 44% of the metrics were operational, 30% were relative of technical,
and the rest were management.

— Temporal Dimension: 84% of the metrics were preventive metrics, 9% were detec-
tive metrics, and 2% were corrective metrics and recovery metrics respectively.
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— Intended Audience: 44% of the metrics were for decision makers, 39% were for
technical people and the rest for external authorities.

After evaluating the features of the metrics, the following list shows a summary of
the results obtained.

— Objectivity or Subjectivity: 96% of the metrics were objective, the rest subjective.

— Direct or Indirect: 61% of the metrics were indirect, the rest were direct.

— Static or Run-time: 63% of the metrics were static metrics, the rest were run-time.

— Theoretical validation: None of the surveyed metrics had been theoretically vali-
dated.

— Empirical validation: Only one of the metrics had been empirically validated- even
worse, and none of the rest of the proposals mentioned empirical validation as
something they were planning to achieve as part of their future work.

— Automation: Only one of the metrics had some kind of supporting tool.

These results provide a global picture the profile of the surveyed metrics:

— As expected, most of the metrics defined are general metrics and this type of metric
only measures general actions relative to the security and in an indirect way they
have the preservation of the confidentiality, integrity and availability as objectives.

— Most of the metrics are of a preventive character showing the importance granted
to avoidance of problems of security.

— Regarding the area of the used controls and intended audience they have there exists
a reasonable balance indicating that the metric proposals form correct aspects.

— Most of the metrics are objective. This is good, since this kind of metrics are more
reliable and easier to automate.

— Most of the metrics are direct metrics. Although these metrics are very important,
they are only a first step towards the final goal of satisfying the information needs
of a user. Hence, indirect metrics, which usually provide more information than
direct metrics, and indicators based on them should also be defined

— The lack of validation and automation of the metrics is common to all the disci-
plines in which the application of metrics is still immature, and clearly shows an
area of research that needs to be addressed in order to be able to rely on real engi-
neering methods and tools.

4 CONCLUSIONS AND FUTURE WORK

In this paper we have presented the results of a survey we have conducted on the most
representative existing security metrics.

The results obtained show the distribution of the metrics and, more importantly, the
areas with lack of metrics which therefore require the definition of new metrics, specific
for these areas.

There are several possible extensions to our work. In the first place, we need to con-
tinue classifying forthcoming metrics, in order to confirm and validate the conclusions
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extracted from this first classification, and to further analyze the tendencies in the time
for the proposition of new metrics.

We also want to start analyzing the relative importance among those metrics for the
attainment of the objectives of security. In this way, additional approaches will be used
to prioritize the use of metrics. We also want to analyze the difficulty in the obtaining of
the metric ones or in their use to guide in the modification of those metrics to be more
useful.

The characterization of security metrics proposed is not complete because some
metrics are the same values for all features. A future work is to refine this characteriza-
tion so that each metric is different in the classification.

Finally, indicators should be defined in function of the size of the organization and
sector (for example, public sector and private sector) because it is not realistic to have
a good group of metrics which are useful for all the organizations.
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APPENDIX

This appendix presents, in tabular form, the metrics that we have surveyed for our anal-
ysis, and the dimensions and features assigned to each of them.

Metric information is displayed in columns. Column one is a sequence counter (1
to 57). Column two show the metric name and description, together with the reference
to the article in which the metric was originally defined. Columns three to six show the
dimensions assigned to the metric. Finally, columns seven to twelve display the values
assigned to the metric features.

The values assigned to the cells of the columns three at six they have the following
meaning:

— Column SO (Security Objective): C (Confidentiality), I (Integrity), A (Availability),
AU (Authentication) and G (General).
— Column CA (Control Area): M (Management), O (Operational) and T (Technical).
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— Column TD (Temporal Dimension): P (Preventive), D (Detective), C (Corrective)
and R (Recovery).

— Column IA (Intended Audience): T (Technical Experts), D (Decision makers) and
E (External authorities).

The values assigned to the cells in the last two columns (Empirical validation and
Automation) require some special explanations:

— Column "EV” shows whether the metric has gone through any kind of empirical
validation. Cells in this column may be either empty, or have the following values:
”1E” (validated by one experiment); or "FW” (mentioned as future work by the
metric authors).

— Column ”A” shows the kind of automated support for the metric. Cells of this
column may be either empty, or have the value "CT”, indicating that there is a tool
that supports the metric. A description of such tool can be found in the paper cited
for the metric.
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