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Abstract: Standard scheduling approaches in process industries are often based on algebraic problem formulations
solved as MI(N)LP optimization problems to derive production schedules. To handle such problems tech-
niques based on timed automata have emerged recently. This contribution reports on a successful application
of a new modeling scheme to formulate scheduling problems in process industries as timed automata (TA)
models and describes the solution technique to obtain schedules using symbolic reachability analysis. First,
the jobs, resources and additional constraints are modeled as sets of synchronized timed automata. Then, the
individual automata are composed by parallel composition to form a global automaton which has an initial
location where no jobs have been started and at least one target location where all jobs have been finished. A
cost optimal symbolic reachability analysis is performed on the composed automaton to derive schedules. The
main advantage of this approach over other MILP techniques is the intuitive graphical and modular modeling
and the ability to compute better solutions within reasonable computation time. This is illustrated by a case
study.

1 INTRODUCTION

Scheduling has applications in many fields and one
among them are the chemical industries employed
with multi-product batch plants. Multi-product batch
plants in contrast to continuous plants offer the ad-
vantage of an increased flexibility with respect to the
variation of the products, the volume of production,
and the range of recipes that can be processed by
the equipment. This flexibility makes the scheduling
task challenging. The scheduler has to take a large
number of decisions to answer questions of what,
when, where and how to produce the products in or-
der to satisfy the market demand. The scheduling
task is particularly challenging due to numerous con-
straints arising from process topology, the interlinks
between pieces of equipment, inventory policies, ma-
terial transfers, batch sizes, batch processing times,
demand patterns, changeover procedures, resource
and time constraints, cost functions and degrees of
uncertainty. Many scientists in the process logistics
community have contributed approaches to model and

solve such problems (Kallrath, 2002). In most promi-
nent approaches the problem is specified using the
frameworks of State Task Networks (STN) or Re-
source Task Networks (RTN) (Pantelides, 1994), fur-
ther transformed to an optimization problem modeled
as a mixed integer program (MILP or MINLP) and
solved using state-of-the art solvers such as CPLEX,
XPRESS-MP, etc. The modeling of mathematical
optimization problems is generally cumbersome, te-
dious and requires not only experience in algebraic
modeling but also a deep knowledge of the solver and
its internal algorithms.

Recently, techniques based on reachability analy-
sis for timed automata to solve scheduling problems
have gained attention. The framework of TA has been
originally proposed by (Alur and Dill, 1994) to model
timed systems with discrete dynamics. Many power-
ful tools for the modeling and analysis of real-time
systems such as UPPAAL, IF, KRONOS and TAOPT
have emerged. The authors of (Abdeddaim and Maler,
2001) have proposed to use TA to solve job-shop
scheduling problems based on the symbolic reacha-
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bility analysis of TA. Promising results on challeng-
ing benchmark instances in job-shops were reported
in (Panek et al., 2006). The particular appeal of this
approach comes from the modular and partly graph-
ical modeling which enables inexperienced users to
build models. Another advantage is the availability
of powerful search algorithms that can easily be mod-
ified and extended for special purposes. Similar to
other approaches the reachability analysis of TA also
suffers from the drastic increase in the computational
cost with an increase in the problem size. The prob-
lem of state-space explosion in TA models can be re-
duced to some extent by state-space reduction tech-
niques (Panek et al., 2007), but arises again when the
problem instance is scaled. An advantage of the TA-
based approach is that good, though not provable op-
timal solutions are often found relatively quickly.

The structure of the rest of this paper is as fol-
lows: In Section 2, Resource Task Networks (RTN)
are introduced as the basic model for specifying batch
scheduling problems. Section 3 explains how the
RTN model can be translated into TA, and how the
corresponding scheduling problem can be solved by
symbolic reachability analysis. In section 4, differ-
ent greedy strategies to reduce the solution space are
explained. The description of the case study and the
results of the experiments for the example considered
are provided in section 5. The paper closes with con-
clusions and an outlook.

2 MODELING WITH RTN

In the context of mathematical programming, STN
and RTN serve as starting points for formulating in-
tegrated mathematical models that can be solved to
obtain production schedules. A short description of
the RTN representation is given in this section based
upon a small example: a two stage process with 3
tasks and 3 resources. The resourcesR1, R2 andR3
handle batch sizes ofb1, b2 andb3 units. In the first
stage, the single raw materialS1 is processed by task
T1 in resourceR1 to produce the intermediate mate-
rial S2. In the second stage, the intermediate mate-
rial S2 is processed by tasksT2 in R2 andT3 in R3 to
produce the end productsS3 andS4. The tasksT1,T2
andT3 requiresd1,d2 andd3 time units, respectively.
There exists a timing constraint between tasksT1 and
T3 such thatT3 must be started withinY time units af-
ter T1 has finished, as the intermediate productS2 is
unstable and becomes unusable afterY time units. We
assume in the example that dedicated storage tanks
are available for each of the products that have the
same names as the products. The RTN model con-
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Figure 1: RTN description of the example process.

sists of four basic elements; (i)state nodes, to rep-
resent the feeds, intermediate materials and the final
products, (ii)task nodesto represent the process op-
erations that transforms one or more input states to
one or more output states, (iii)resource nodesto rep-
resent the production units/equipments, and (iv)arcs
with fractional values to indicate the flow and the per-
centage of material transported to the successor state.
The default values for the flow are 1. The RTN de-
scription of the example process is shown in Figure 1.
The feed, intermediate materials and products (S1,· · ·
S4) are represented as circles with diagonal lines. The
tasksT1, T2 andT3 are represented as rectangles and
connected to the corresponding resourcesR1, R2 and
R3, respectively by dashed lines.

The standard RTN framework offers only limited
possibilities to describe timing constraints between
tasks. The timing constraint between taskT1 andT3
is modeled by a new type of node calledplace de-
noted byP1. The notion of places is motivated by
Timed and Hybrid Petri Nets(Barthomieu and Diaz,
1991). Places can be connected to tasks in the same
fashion as states, however unlike states they repre-
sent no physical products. They contain either one
or no token. When one of the predecessor operations
is finished, a token is assigned in the place and it is
consumed when one of the successor operation starts.
The place in the RTN is marked by the time interval
[0, Y], signifying that a token can stay in the place for
at least 0, and for at mostY time units.

2.1 Timed Automata

Timed automata (TA) are extensions of finite-state au-
tomata with clocks and are used to model and analyze
systems with discrete dynamics and timed behaviour.
Time in TA is modeled using a set of clocks. A short
and informal definition of TA is given below, for a de-
tailed definition for TA please refer to (Alur and Dill,
1994).

2.1.1 Syntax

A timed automata is defined by a tuple, TA = (L, lo,
F , C, E, inv), in which L represents the finite set of
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locations,l0 represents the initial location andF rep-
resents the set of final locations.C represents the set
of clocks assigned to the TA. The setE ⊂ L × Φ(C)×
Act× P (C) × L represents the transitions.Φ(C) are
guards specified as conjunctions of constraints of the
form ci ⊗ n or ci - c j ⊗ n, whereci , c j ∈ C, ⊗ ∈ { <,
≤, ==, 6=, >, ≥ } andn ∈ N. Act denotes a set of ac-
tions (e.g. invoking a new event or changing the value
of a variable).P (C) represent the power set over el-
ements ofC. inv represents a set of invariants which
assign conditions for staying in locations. An invari-
ant must evaluate to true when the corresponding lo-
cation is active. The automaton is forced to leave the
location when the invariant evaluates to false.

(l , g, a, r, l ′) denotes a transition between a source
locationl and target locationl ′ with a guardg∈Φ(C),
performing an actiona ∈ Act and resetting the clocks
r ∈ P (C). Such a transition can occur only when the
transition guardg∈ Φ(C) is satisfied.

Figure 2 shows a simple TA with three locations
l1, l2 and l3 connected by transitions. The clockc
is reset in the first transition. The invariantc ≤ 3 in
location l2 refers to the clockc and enforces the fol-
lowing transition which is enabled by the guardc ≥
2. The transitions are labeled with actionsα andφ,
respectively. In the context of scheduling we use the
transitionsα for allocating a resource to a task andφ
for releasing a resource of the task after completion.

TA models are created in a modular fashion as
sets of interacting automata. The interaction between
TA is established by synchronized transitions. Two
transitions are synchronized when they have the same
synchronization labels fromAct. The corresponding
automata change their locations simultaneously. The
parallel composition of a pair of TA is performed by
combining a set of TA into one composed global TA
using the synchronization labels.

The parallel composition of two individual au-
tomata A1 = (L1, l1,0,F1,C1,E1, inv1) and A2 =
(L2, l2,0,F2,C2,E2, inv2) is given byAcomp = A1||A2
= (L1×L2,(l1,0, l2,0),F1×F2,C1∪C2,E, inv), with l
= (l1, l2) and E = E1(l1) ∧ E2(l2). A transition in
the composed automatonAcomp (l ,g,a, r, l ′) ∈ E ex-
ist iff there exist transitions(l1,g1,a1, r1, l ′1) ∈ E1 in
A1 and (l2,g2,a2, r2, l ′2) ∈ E2 in A2, with guard g =
g1 ∧ g2 satisfied,r = r1 ∪ r2 and a ∈ ((Act1 ∪ {0})
×(Act2∪{0})). The symbol 0 here denotes an empty
action in which no state transition occurs. Similarlyn
individual TA can be composed step by step to obtain
the composed automatonAcomp := A1||A2|| · · · ||An.

An extension of TA with the notion of costs are
priced TA (PTA) (Behrmann et al., 2001). A priced
TA is equipped with an additional functionP: L ∪ E
→ R≥0 which assigns a cost to transitions and cost

l 1 l 2
l 3

C := 0

C     3

C     2

α ϕ

Figure 2: A simple timed automata.

rates to locations. The cost of staying in a location for
d time units is given byd·P(L).

2.1.2 Semantics

The semantics of a composed PTAA is defined in
terms of a labeled transition system(Q,(l0,u0,0),∆),
with a state spaceQ ⊆L×R|C|×R≥0, the initial state
given by(l0,u0,0)∈Q with cost 0 and∆ representing
the infinite transition relation. The state is a tuple (l ,
u, p), wherel denotes the location,u denotes a vec-
tor of clock valuations andp represents the cost.∆
contains the following transitions:

1. Time transitions: (l ,u, p)
τ
→ (l ,u + 1τ, p +

P(L) ·τ) iff for every θ∈ [0,τ] the invariantinv(l) eval-
uates to true. The vector1 is composed of ones and
has the dimension equal to the number of clocks in
the setC.

2. Discrete transitions:(l ,u, p)
a
→ (l ′,u′, p+P(e))

where there exists a transitione = (l ,g,a, r, l ′) in E
and θ ≥ 0 such thatg(u+ 1θ) is satisfied andu′ =
(u′1,u

′
2, · · · ,u

′
|C|)

T with u′i = 0 for everyci ∈ r andu′i =
ui +θ otherwise.

A sequence of states and state transitions from∆
constitutes a traceρ of the composed priced automa-

ton A given byρ = (l0,u0,0)
δ1→ (l1,u1, p1)

δ2→·· · with
δi ∈ ∆. The state transitions in the trace are alter-
nating time transitions and discrete transitions. Each
trace corresponds to runs of the individual automata
thereby characterizing a possible evolution of the sys-
tem. An optimal traceρ∗ is a path from the initial
state (l0, u0, 0) to a target state (ln, un, pn) with mini-
mal pn. The set of traces is infinite due to the fact that
time delaysτ are elements of time intervals defined
by invariant and guard constraints. This then makes
computing the optimal run from all possible runs a
challenging task.

A solution to this problem is provided by thezone
abstractiontechnique. A zoneZ is an infinite set of
possible clock valuations in a locationl , which is ex-
pressed as a conjunction of finitely many inequalities
such asci - c j ≤ n or ci ≤ n with ci , c j ∈ C andn
∈ R≥0. A symbolic state is formed by the combina-
tion of a location and the zone for the corresponding
location (l , z). All symbolic statesqs constitute the
symbolic state spaceQs. The symbolic semantics is
defined in terms of a symbolic transition system in
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which zonesZ replace single clock valuationsu. A
symbolic traceρs is a sequence of symbolic states in
which the zones are computed by applying intersec-
tions, delay and reset operations defined for zones.

The main advantage of the zone abstraction is that
the symbolic state spaceQs is enumerable and forms
a directed symbolic reachability graphwith nodes
from Qs and arcs from∆s. The aim of the cost op-
timal reachability analysis is to find the cheapest path
from the initial state to a target symbolic state us-
ing weighted shortest path algorithms. The result-
ing shortest path obtained corresponds to the optimal
symbolic traceρs∗. The shortest traceρ∗ can then be
derived by picking the minimal clock valuationsu∗i
from the zonesZ∗

i of the symbolic states along the
path.

3 SCHEDULING BASED ON TA

After the global composed timed automaton is
constructed throughparallel composition, a (cost-
optimal) reachability analysis is performed to derive
the schedules. This enumerative technique explores
the symbolic state space step-by-step by evaluating
the symbolic successor relation on-the-fly. The ba-
sic reachability algorithm from (Panek et al., 2007) is
given below:

Algorithm 1 A cost-optimal reachability algorithm

1 cost∗ = ∞
2 W := {q0}; P := ∅

3 WhileW 6= ∅

4 q = selectRemove(W )
5 If q /∈ P
6 P := P ∪ {q}
7 If cost(q) < cost∗

8 If final(q)
9 cost∗ := cost(q)
10 Else
11 S := succ(q)
12 S ′ := reduce(S )
13 W :=W ∪ S ′

14 End
15 End
16 End
17 End

The algorithm operates on the nodes of the graph
which contains the information on the location, clock
valuations, accumulated cost and some additional
data. The list of nodes that are to be explored is rep-
resented by the setW called thewaiting list. The
waiting listW initially contains only the initial node
q0 which in our case corresponds to the state where

no jobs have been started. The setP represents the
passed list, a list of already explored nodes, which is
normally empty at the start of the search algorithm.
cost∗ holds the cost of the best path found so far
and q corresponds to the node that is currently ex-
plored. S is the set of immediate successors that can
be reached by a single transition fromq. The function
selectRemove(W ) selects and removes a node from
W which is minimal according to the ordering≤sel
defined by the tree search strategy. In order to avoid
visiting and exploring the same node repeatedly, the
testq /∈ P is performed. f inal(q) checks whetherq
is a target node. The functionsucc(q) computes the
immediate successor nodes ofq and stores them tem-
porarily in S . The functionreduce(S ) is used to re-
move those nodes that cannot contribute to a better
path or to the optimal run. The testcost(q) < cost∗

compares the cost value of the current node with the
best cost value found, thereby avoiding exploration
of non-optimal runs if the comparison fails. The de-
cision criteria for the functionreduceare based on
timed transitions to successor nodes and will be dis-
cussed in detail in the following sections.

4 REDUCTION TECHNIQUES

This section discusses three methods to make the
search for the optimal schedule more efficient.

4.1 Immediate Schedules

In (Abdeddaim and Maler, 2001), it has been shown
that for job-shop problems with the makespan min-
imization as objective, the trace corresponding to
an optimal schedule is alwaysimmediate. A non-
immediate trace contains a transition sequence· · · →

(l ,u)
τ
→ (l ,u+ τ) α

→ (l ′,u′) → ·· · where theα transi-
tion taken at(u+τ) is already enabled at(u+τ′) with
τ′ < τ. Such traces exhibit periods of useless waiting
in the schedule. Waiting is useless if, e.g., no tasks
are started while the required resource is available
(see Figure 3). Non-immediate traces can be trans-
formed to immediate traces by reducing such waiting
periods to zero. A reduction byτ − τ′ leads to the

partial trace(l ,u)
τ′
→ (l ,u+ τ′) α

→ (l ′,u′) and can re-
duce the overall length of the corresponding schedule.
This infers that it is sufficient to search for immedi-
ate traces in the symbolic state space. The effect of
the reductions of the waiting times is that the zones
in the symbolic states collapse to single clock valua-
tions and the symbolic reachability graph is reduced
to nodes representing symbolic states(l ,u). The arcs
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Figure 3: Non-immediate and Lazy schedule.

of the symbolic reachability graph become timed tran-
sitions: pairs of discrete and time transitionsτa in
which τ is the smallest possible delay needed to sat-
isfy the guard of the discrete transition with the action
a. ZonesZ in the symbolic states can be replaced by
vectors of clock valuationsu such that(l ,u) is a state
of an immediate trace.

4.2 Ordinary and Strict Non-Laziness

In (Abdeddaim and Maler, 2001) also a concept to
avoid unnecessary waiting known asnon-laziness
was introduced. Consider a case in which a current
node (l ,u) with two discrete transitions as succes-
sors namelyαR1

i and αR2
k that allocate resourcesR1

and R2 to jobs i and k, exists. The releasing tran-
sitions are represented asφR1

i and φR2
k . The transi-

tion αR2
k was already enabled at the same time when

the transitionαR1
i was enabled. In the partial trace

(l ,u)
0αR1

i→ (l ′,u′)
tφR1

i→ (l ′′,u′′)
0αR2

k→ (l ′′′,u′′′) the enabled
transitionαR2

k is taken at a later stage by waiting to
finish job i thereby introducing laziness. In order to
remove laziness in a trace, waiting in a node fort or
more thant units is forbidden when all the following
conditions are satisfied:

(a) there exists a successor of(l ,u) in which an
operation of durationd can be started by an enabled
discrete transition that allocates a resource to a job.

(b) The durationd of this operation satisfiesd ≤ t
(c) if the allocating transition is permanently en-

abled and the resource allocated by that transition is
available for more thand− t units (providedd > t).
The termordinary lazinessis used since a short wait-
ing time according to conditions (b) and (c) is per-
mitted. A stricter condition with respect to waiting is
thestrict non-laziness, which is obtained by removing
conditions (b) and (c). Thus, whenever there exists
at least one timed transition to start a new task wait-
ing is forbidden in a state. In comparison to ordinary
non-laziness this scheme prunes more time succes-
sors. However the strict condition might also prune

i
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Figure 4: Sleep set configurations.

the optimal trace as in some problems the optimal
schedules may have a short waiting period.

4.3 Sleep-Set Method

The sleep-set method was originally introduced in
(Godefroid, 1991) to reduce possible partial orders
and to avoid exploring obsolete runs in the reacha-
bility graph. The application of the method to job-
shop problems was first implemented in (Panek et al.,
2006). In the symbolic reachability graph different
symbolic traces which correspond to the same sched-
ule may exist. This is due to theinterleaving seman-
tics of the TA model. Such traces includes transitions
that are taken at the same absolute time but can be
traversed in different logical orders. In general, such
transitions share a common symbolic state at the start
and at the end of the transition with the same cost.
Three common and possible configurations that can
be identified in the reachability graph are shown in
Figure 4. The left part of the figure shows a pair
of α transitions that can be traversed in two differ-
ent ways from a common start node(l ,u). The possi-
ble logical order of the transition pair are{α(i),α(k)}
and {α(k),α(i)}. Both allocating transitions share
the same end state, cost and corresponds to the same
schedule shown. Such traces form so calleddiamond
structuresin the reachability graph. Similar kind of
structures arising due to pairs ofα andφ transitions
and the corresponding schedule are shown in the same
figure. Thus, it is evident that only one of the traces in
the diamond structure has to be explored and the rest
can be pruned.

The idea of the sleep-set method to remove obso-
lete traces is to compare pairs of immediate successor
transitions from a node and mark some of them as
candidates to be pruned. However pruning of marked
candidates can only take place when both transitions
are independent. Pairs of timed transitions are said
to be independent if the corresponding operations do
not require the same resource and taking one transi-
tion does not block the other. It should be noted that
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pairs ofφ and mixed pairs ofα andφ transitions are
independent as a single resource cannot finish two op-
erations at the same time. Not all pairs ofα transi-
tions are always independent as they might compete
for the same resource. An outgoing transitionτδ is
said to be time persistent in a given symbolic state
(l ,u, p) at timet, if the discrete transitionδ is taken at
t + τ for every partial run starting from(l ,u, p) with
τ ≥ 0. Given a symbolic state with outgoing transi-
tionsτδi andτδ j , τδ j is marked as a candidate for re-
duction ifτδi is time persistent and vice versa. If both
are time persistent, then the transition with a higher
resource index is removed. This reduction however
does not work when comparing twoα transitions as
they are not time persistent. An allocated task must
always be finished. This shows that all outgoing tran-
sitions that release a resource are time-persistent and
appear in future parts of the trace. Sinceα transitions
are not time persistent, in general they cannot be re-
moved. However it is possible to identifyeager α
transitions which become implicitly time persistent in
a non-lazy run. A transitionταi which is an imme-
diate successorS of a state is called eager if for all
τ jφ j ∈ S either (a)τ + dur(αi) ≤ minj{τ j |τ jφ j ∈ S }
or (b) τ ≥ maxj{τ j |τ jφ j} or (c) τ ≥ 0 if no φ transi-
tions exist inS . A strict approach is to use the same
strategy to remove transitions if they are independent
and not to check whether the transition is time persis-
tent. This strict pruning strategy causes a considerable
reduction of the reachability graph to a considerable
amount. However, it may remove the optimal trace as
a pruned transition can be part of the optimal trace.

5 EXAMPLE PROCESS

In order to depict the applicability and the effective-
ness of the approach discussed here, the case study
presented by (Bauer et al., 2000) is considered. The
case study is a multi-product chemical batch plant
with 3 stages in which two end-products,X and Y,
are produced from three raw materials,A, B andC.
The production process considered is: one batch of
materialA andC each reacts to produce one batch of
productX; similarly one batch ofB andC reacts to
produce one batch of productY. The plant executing
the production process is shown in Figure 5.

The first stage consists of three buffer tanks B11,
B12 and B13 that store the raw materialsA, C and
B. The second stage consists of three reactors R1, R2
and R3. Each reactor may be filled from each raw
material buffer tank in the first stage; implying that it
is possible to produce either productX or Y in each
reactor. After processing the materials a reactor may

B11

R1 R3R2
M M M

B13

B31 B32

P1

P3
LISLIS

LIS LIS LIS

LIS

1311

21 22 23

12

B12P2

Level 2
Reactants

Reaction (Reactors)

Level 3
Products

Level 1
Raw material
(Buffer tanks)

P5

P4

A C B

X Y

Figure 5: The structure of the example process.

contain one batch of the product (resulting from two
batches of raw material). The third stage consists of
two buffer tanks B31 and B32 which are used to store
the end-productsX and Y. Each of the tanks has a
maximum capacity to store three batches of the prod-
uct. The proposed scheduling problem is to derive
production schedules to produce 2 batches of the end-
products with a minimum makespan. After being pro-
cessed by the reactors the materials must be drained
into the buffer tanks in the third stage immediately.

RTN description of the problem considered is
shown in Figure 6. MaterialsA, C and B are rep-
resented asS1,S2 and S3. The tasksT1,T2 and T3
represents the task of pumping materialsA, C andB
into buffer tanks B11, B12 and B13, respectively. The
tasksT4,T6 andT8 represent the step of draining one
batch ofA from B11 into the reactors R1, R2 and R3.
Similarly, tasksT11, T13 andT15 represent draining of
materialB from B13 into the reactors. The tasksT5,
T7 andT9 represent mixing one batch ofC from B12
with one batch ofA, already present in R1, R2 and R3
in order to produceX. The tasksT10,T12 andT14 rep-
resent similar actions for producing one batch ofY.
The tasksT16,T17 andT18 represent the step of drain-
ing one batch ofX from R1, R2 and R3, respectively,
into the buffer tank B31. TasksT19,T20 andT21 rep-
resent draining one batch ofY from R1, R2 and R3
into tank B32. The tasksT22 andT23 represent drain-
ing of two batches ofX from B31 and two batches
of Y from B32 to the product storage, respectively.
The constraint on the waiting time is expressed by the
places P2, P4, P6, P8, P10 andP12. Theplaces P1, P3,
P5, P7, P9 andP11 are established to ensure that mate-
rial C is drained into the reactors only after eitherA
or B has been drained.
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Figure 6: The RTN of the example process.

5.1 TA Model

The TA model consists of 10 resource automata to
model the individual resources. The places are mod-
eled as separate automata. The resource automata and
the place automata have one clock each to measure the
task durations and time interval for storage. An addi-
tional global clock which is never reset is included in
the model to measure the makespan. The resource au-
tomaton for resourceR4 and the place automatonP2
are shown in Figure 7. The automatonR4 has one idle
location and four busy locations indicating the exe-
cution of either of the tasksT4 or T5 or T10 or T11.
TasksT4 andT11 process one batch of materialS4 and
S6 with task duration of 15 and 11 units. The tim-
ing constraint between taskT5 and taskT16 is mod-
eled by the place automatonP2 on the right side. Task
T5 after finishing its process inR4 produces a token
in the placeP1 by taking the synchronized transitions
in R5 andP2 with the labelφ5. The clockC12 is re-
set and forcesP2 to leave the locationfilled without
waiting. This happens by starting taskT16 and by tak-
ing the synchronized transitions with labelα16 in R7
andP2. An automatic translation from the RTN to the
TA model was performed by the tool TAOPT (Panek
et al., 2005).

5.2 Computational Experiments

The scheduling problem presented in the example
process was solved by a Xeon machine with a CPU
speed of 3.06 GHz, 2.0 GB of memory and a linux op-
erating system. For the cost optimal symbolic reacha-
bility analysis, the software tool TAOPT (Panek et al.,
2005) which supports different state space reduction
techniques as discussed above: immediate traces,

Figure 7: Structure of the resource and place automaton.

(strict) non-lazy runsandsleep-set methodwas used.
A combination of the depth-first and best-first strategy
was used for exploring the graph. Among the nodes
in the waiting list, the node with the maximum depth
is given a higher priority, among the nodes with the
same depth, priority is given to the node with a mini-
mum cost. If two or more nodes have the same depth
and cost, one of them is chosen randomly.

The Table 1 shows the results obtained by re-
stricting the search to only immediate traces repre-
sented asNoneand with other state space reduction
techniques: ordinary non-lazy runs (NLordinary), strict
non-lazy runs and strict sleep-set method (SSMstrict).
For all tests the complete reachability graph was ex-
plored. The second column that represents the total
time needed to compute the reachability graph and the
total number of nodes explored in the the third column
reveal that the strict sleep-set method reduces the state
space and computational effort considerably. On the
other hand it prunes the optimal solutions. The fourth
column represents the time taken in CPU seconds to
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Table 1: Computational results.

First solution Best solution
Reduction technique Total time Total nodes time nodes Cmax Cmax

None 58.832 493167 0.032 1875 100 98
NLordinary 2.104 37483 0.048 2157 98 98
SSMstrict 0.476 13374 0.120 6492 131 128

SSM+ NLordinary 1.084 28583 0.040 681 102 98

compute the first feasible solution when different re-
duction techniques were used. The test with nor-
mal sleep set method which compares and removes
only time persistent pairs of transitions in combina-
tion with ordinary non-lazy runs was performed. This
is represented asSSM+NLordinary in the table 1. The
combination ofSSM+ NLordinary found the optimal
solution. This is due to the fact that only time per-
sistent transitions were pruned. No solutions could
be found for the strict non-laziness setting when ap-
plied alone or in combination with the strict sleep-set
method and the normal sleep-set method. It should
be noted that the reduction techniques ordinary non-
lazy runs and the normal sleep-set method are the
only combinations which theoretically guaranty that
the optimal solution is not pruned. The strict sleep set
method in general should only be used as a heuristic.

6 CONCLUSION

A new and a straightforward approach to model
scheduling problems in multi-product batch plants
and to derive production schedules based on symbolic
reachability analysis of TA has been introduced. The
experimental results show that the method can solve
scheduling problems in process industries efficiently
within a limited computation time. The main aspect
to be considered is the time required by the TA ap-
proach to specify and formulate the scheduling prob-
lem. It is relatively easy when compared to formulat-
ing it as MILP which are usually cumbersome. The
efficiency of the approach to derive solutions with re-
duced computational effort have been achieved with
different search space reduction techniques.

Future work on the TA based approach will focus
on online scheduling problems in which the arrival
time of jobs is not known in advance and subject to
random perturbations.
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