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Abstract. This work discusses the common opinion among robotics systems’
designer, assuming that for a given assignment and robotics system, enhancing
the robots by increasing their physical capabilities, may only result in an im-
provement in the overall performance of the system (albeit small). Therefore, a
designer may rely on existing designs prepared in the past, and by continuously
adding resources to the robots, finally achieve the overall system’s performance
he is interested in. As it can be shown, this assumption is wrong, as it may not only
lead to a zero increase in the performance, but even to a new system, comprising
far more advance (and expensive) robots, which achieve much worse results than
the original system. The work presents an example concerning the problem of
multi-robots exploration of a graph, in which adding communication features to
the robots causes the entire system’s performance to drop significantly.

1 Introduction

In recent years significant research efforts have been invested in design and simulation
of multi-agent robotics and intelligent swarms systems — see e.g. [1-3] or [4-6] for
biology inspired designs (behavior based control models, flocking and dispersing mod-
els and predator-prey approaches, respectively), [7—10] for economics applications and
[11] for a physics inspired approach).

Tasks that have been of particular interest to researchers in recent years include syn-
ergetic mission planning [12], fault tolerance [13], swarm control [14], human design of
mission plans [15], role assignment [16], multi-robot path planning [17], traffic control
[18], formation generation [19], formation keeping [20], exploration and mapping [21],
cleaning [22] and dynamic cleaning [23] and target tracking [24].

Hitherto, in the design of robotics systems, and specifically, in the design and imple-
mentation of multi-robotics systems, there exists an implicit yet common assumption
concerning the monotonicity of the relation between the strength of the robots’ capa-
bilities (in terms of memory, sensors’ accuracy, communication capabilities, etc’), and
the overall performance this system achieves given a specific goal and an algorithm
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for achieving it. In other words, is it widely assumed thategi a multi-robotic sys-
tem comprising robots of certain features, designed foomgtishing a specific goal,
enhancing the robots’ features, or alternatively, supglthose robots with additional
capabilities, may only improve the performance these hbohieve when facing the
same problem.

Although appealing, this approach for performance impnoset as a result of
tweaking existing multi-robotic designs by merely enhagcihe robots’ capabilities
should be avoided, as such endeavors may result not onlyeindgpy expensive re-
sources on futile attempts to increase the system’s pediocs) but even in dramatic
decrease in the overall performance of the system. Althatiginge at first, this phe-
nomenon can be examined by systematically increasing séthe features of agents
designed for a given task, for example — the physical exfitmmeof a graph, while
observing the changes in the performance of this group oftage

One of the most interesting challenges for a robotics swastem is the design and
analysis of a multi-robotics system for searching and exgpion (in either known or
unknown areas). For example, works discussing coopersgiaeching tasks for static
or dynamic targets can be found in [25-31] whereas examptebperative coverage
of given regions are presented in [32—35].

This work presents a multi-agents system designed for exglan unknown graph,
by physically moving along its vertices. The problem andnitsdel is described in
Section 2. Once a system following the basic exploratioordlgn was implemented
and its performance measured, a change in its robots’ f=atuas made, namely —
their technical specification was upgraded. The first upgmads adding communica-
tion equipment to the robots, allowing them to share therin&dion they acquire by
traveling the graph. The second change was increasing bloés‘sensors’ range, in an
effort to increase the accuracy of the information the reluste in order to plan their
future actions, and as a result, to increase the systemieeity. After these changes
in the robots’ specification were implemented, the perforcesof the new group was
tested and analyzed. Note that the exploration algoriteaifitwhich was found to be
achieve the best results in the original group of robots, m@tschanged during this
process.

Surprisingly, the analyzed results of this experiment srebthat not only that the
upgraded group of robots did not achieve superior resultgpened to the original group
of robots, but in fact, the exploration time required by thi®up was much longer
compared to the exploration time of the original group ofatsb This was true both
for the robots with increased communication capabilittesyell as for the robots with
increased sensors’ range. The results and their analyséaepin Section 3.

2 Physical Graph Exploration

2.1 Physical Graphs

A physical graphdenotes a grap&(V, E) in which information regarding its vertices
and edges is extracted usili® heads or mobile agentsinstead of the “random access
extraction” which is usually assumed in graph theory. Tlaggmts can physically move



between the vertices &f along the edges df, according to a predefined, or an on-line
algorithm or algorithm.

Moving along an edge, however, require a certainavel effort(which might be
a constant time, or alternatively, consumes a constant anodduel). Thus, the com-
plexity of algorithms which work on physical graphs is maasuby the total travel
efforts required, which equals the number of edges travajetthe agents. We assume
that each edge requires exactly one unit of travel effort.

Physical graphs are conveniently used in order to represany “real world prob-
lems”, in which the most efficient algorithm is not necedgatie one whose compu-
tational complexity is the minimal, but rather one in whitle tagents travel along the
minimal number edges. Notice that while an algorithm whistuenmes a random access
data extraction (from now on be referred torasdom access algorithhnmay read and
write to the vertices of7 at any order, an algorithm which assumes a physical data
extraction (referred to asgghysical algorithmy must take into account the distance be-
tween two sequential operations. The reason for this isthieatise of a random access
algorithm is performed using a processing unit and randotescmemory, whereas
the use of a physical algorithm is actually done in the platgavironment (or a simu-
lated physical environment, which maintain the informaticess paradigm). Thus, a
random access algorithm can access any vertex of the grapfiin while a physical
algorithm is confined to the distances imposed by the phlysietric.

For example, for,v € V, let us assume that the distance betweemdw in G
is 5. Then if after a ‘read’ request from, the algorithm orders a ‘write’ request to
v, this process will take at leasttime steps, and will consume at le&seffort units.
Furthermore, depending on the model assumed for the majeletstknowledge base,
this operation may take even longer, if, for example, thentmgare not familiar with the
shortest path frona to v, but rather know of a much longer path connecting the two.

2.2 Problem Description

For a given graplt, let each vertex € V contain some small data storage umnit
capable of storing information saved by agents travelimgubhwv. In timet = 0, let
vs = O for everyv € V.

Let us assume that whenever a robaoes through a vertex is saves at least its
id number and the time of the visit in,.

While in vertexv, a robota can detect the number of other robots located or
in its immediate surroundings, and the number of edges gmimdromw. In addition,
every edge has a unique id number, written on it (very sinbdlax web of roads, while
each road has a unique name or a number, and that for findirvghewe this road leads,
one must travel along it). In addition, the robot has acoesdl the data stored in;.

Given a group oft robots (or agents), capable of physically traveling thepbra
according to the model described in Section 2.1, while eablotrcan move along a
single edge per time-step, we are interested irgthed stateG ;,,; in whichv, # () for
everyv € V, meaning — that every vertex was visited at least once by sobwt. We
are interested that the time in which,,,, is achieved will be minimal (namely, a short
exploration as possible).



This abstract problem may ne used for simulating many compnohlems in the
field of multi robotics, for example — a search and rescue ionissf unknown number
of survivors in a pre-defined (or alternatively — unknowrgardistributed autonomous
mining, a de-centralized anti-virus mechanism scannirjc@aning a computer net-
work, and so on.

2.3 Exploration Algorithm

Every robota is equipped with a data structusig, capable of storing lists of vertices,
edges and locations of other robots.tAt 0 all data structures are initialized as empty.
At each time step, a robot located in vertefollows the exploration algorithm, which
controls the vertex: this robot will move to (notice that must be a neighbor af).
Once a robot reaches a certain vertex it integrates the information stored both in
vs and inag, So that at the end of this process, both contains the saroemiafion.
Whenever an inconsistency is found regarding the status eftain vertex, edge or
robot, it is solved according to the most recent entry camiogrthis item.

It can be seen that throughout the movement along the grapdrated by the ex-
ploration algorithm, combined with the information prelition process executed by
using the robots as a tool for transferring the informatietwen the vertices, a more
and more accurate image Gfis generated in the vertices storage components, as well
as in the robots’ data structures. This accuracy in turrypgpesed to contribute to the
efficiency of the robots, by accelerating the exploratioocpss.

The exploration algorithm selected for this mission canegelty be described as
the following pseudo-code, executed by each robot indep®hd:

1. For everyv in V', whenV” is the list of vertices currently known to the robot,

perform the following :

(a) Letunvisited{) denote the number of edgeswgfcurrently known to the robot,
whose destination from is currently unknown.

(b) Letdistance() denote the length of the shortest path betweand the current
location of the robot, comprising only vertices and edgeseruly known to
the robot.

(c) Letrobots@) denote the probability that other robots are located. athis is
calculated based on the knowledge the robot has of the steuof G in the
vicinity of v and of the knowledge the robot has concerning the wheresbout
of the other robots.

(d) Letrobots-neighborhoodi) denote the probability that other robots are located
at the close vicinity ob. This is calculated similarly toobots).

(e) Calculate the combined scorewphs a weighted averagewdvisited(),distance(),
robots@),robots-neighborhoody). Note that the selection of the averaging vec-
tor is an extremely important feature of the exploratiorogthpm.

Letwes: be the vertex whose combined score is the highest.

Start walking towards,.,; (at the pace of a single edge per time-step).

4. When reaching,..;, randomly select one of the edges going out frgm,; with

an unknown destination, and move towards it.

Wi



For choosing the best averaging vector, many simulatiore w&ecuted, testing a
variety of weights values. Finally, several vectors wenanfiy, which were both robust
(in terms of a relatively high score for the scenarios in Wwhilsey function at their
worst) and potent (in terms of the ability to score extren@gh in scenarios in which
they were at the best). A detailed discussion concerningppleeific vectors and the
process of selecting them will appear in an extended versidhis work, currently
under preparation.

2.4 Upgrades

Once the performance of a group /efobots implementing the exploration algorithm
with the chosen averaging vectors were available, the solethnical specification
was enhanced by two major aspects.

First, a component simulating a full-range broadcastingigggent was added to
each robots, allowing it to instantly update and receiverimiation from the other robots
of the group. The result of this upgrade if essentially thétglof a robot which calcu-
lates the heuristic score of the vertices of the graph, grygndecide its destination, to
use the most accurate information, as it is knowarig of the robotsThis upgrade was
expected to boost the performance of the robots, since,dtesbot becomes isolated
in the graph, traveling among previously visited vertioghjle valuable information
concerning this area of the graph was already gathered yeshef the robots, and is
unavailable for this robot.

The second upgrade was the addition of a full-range senapabte of scanning
the entire grapltz. Notice that this component transform each robot to an ociens
unit, making both communication equipment and data stocageponents along the
vertices unnecessary (as at any given time, each robot c@ssaany information it
requires, with complete accuracy). This upgrade was eggdotincrease even further
the robots’ efficiency, and as a result — to decrease theloeagon time.

3 Results

A simulation of the three types of robots was built. The ergion algorithm was tested
on Erdds-Renyrandom graph& ~ G(n,p) whereG hasn vertices, and each pair of
vertices form an edge i¥ with probabilityp independently of each other.

Surprisingly, once examining the exploration times of tipgraded robots, and
comparing them to those of the original groups of robots gtky@oration times of the
original groups were significantly lower than those of thgnagled robots. An example
of this phenomenon appears in Figure 1.

It can easily be seen that although there is almost no difterdetween the per-
formance of the broadcasting robots and the omniscientspboth had much longer
exploration times than the the original group of the “simpbots”, which lacked ei-
ther communication or extreme sensing capabilities. ttisresting to mention that this
phenomenon became increasingly more intense as the grapamb more and more
dense, that is — ag, the edge probability, was increased. Furthermore, asrigpg
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Fig. 1. This chart depicts the range of exploration times of three groups otsptested in a
variety of random graphs. The lower yellow curve represents the mtjgo time of the orig-
inal group, comprising “basic robots”, to whom the exploration algoritteeduwas originally
designed. The blue and purple curves represent the exploration tfrttes twwo groups of “up-
graded robots”, whose communication and sensing capabilities weaeesdh respectively.
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Fig. 2. The graph represents the ratio between exploration times of the “basitst@mnd aver-
aged results of the two groups of “upgraded robots” (the red cupesents the robots which
were assigned a full-range broadcasting capability, while the blue cepresents the robots
whose sensors’ range was increased). As the number of robptegeated as the X axes) in-
creases, the ratios discussed decreases. For groups of ovéo®§) the upgraded robots achieve
an efficiency of approximatelf0% than this of the simple robots (namely, 5 times larger an
exploration time).



of robots became larger, the inefficiency of the upgradedtsobecame significantly
clearer, as can be seen in Figure 2

After analyzing the reasons for these unexpected resylteedonstructing the in-
ternal decisions’ considerations made by each robot in &ws scenarios, it was
discovered that the improved accuracy of the robots caused@esired synchronicity
effect, grouping the robots into a small and tightly packemlg. As a result, the robots
were not able to efficiently explore many parts of the graplssthey moved heavily,
delaying each other from exposing unrevealed valuablermdtion (such as shorter
paths between vertices).

As it turned out, the reason for this phenomenon was that ¥heaging vector,
found to be best for the original group of robots, containgubsitive weight for the
robotsf) element. The positive contribution of this element to therall score of some
vertexv intended to assist the scattered robots to remain looselyiti order to sustain
the proliferation of valuable information. As the accuraxythe robots’ knowledge
increased (first by providing them a accurate informationceoning the other robots’
whereabouts at any given time, and later by providing theendhe shortest ways
of reaching each other), the robots no longer needed suctorgsattraction factor
in their decision making process. However, as the robolizesithe same exploration
algorithm as originally was used by the simple robots, thiiaetor stopped being an
assisting element, but rather generated the delayingteféscribed above.

After further investigating this phenomenon, as assumptias made, that by slightly
changing the exploration algorithm, the upgraded roboliseasily be able to achieve
superior performance, as originally expected. For exaniplesimulating noise when
it comes to the locations of the other robots, by decidingloanly whether to take
the mentioned attracting factor into consideration, or ®rety changing the averag-
ing vector, decreasing the effect of thabots@) component on the overall score of a
vertex. However, while the first two methods require the telio be enhanced once
again (as a random generator was not currently includedeimahots’ specification),
the last cannot easily be analytically shown to improve dgsmance. Nevertheless,
it is very easy to show that there exist some alternativeagafibn algorithm which
will enable the upgraded robots to produce far faster egfilam than the simple robots
(for example, having a complete knowledge of the graph, ealsbt can calculate lo-
cally the fastest way in which the entire group can scan taplgrand then simply act
its role in this plan). However, as this was already knowmmptd this experiment, it
does not contradict the experiment’s result, namely — thhtacing the capabilities
of robots which act according to an algorithm who did not tatke consideration this
enhancement, may result in an overall decrease of the sggtenfiormance.

4 Conclusions

This work discussed a multi-robotic system designed fortésk of physically ex-

ploring an unknown graph. The problem and the solution medet presented, as
well as the initial results of a selected exploration altpon. Then, two changes in the
robots’ technical specification, intended to increase timts’ efficiency and perfor-
mance were presented, and the results obtained by a groygrisorg the new robots



were presented and analyzed. These results hinted thateciotmitively, increasing
the robots’ physical capabilities caused a decrease iry#itera’s overall performance,
due to the appearance of a strong synchronicity betweembwts. An estimation was
made concerning a possible solution to this problem, whickuin would have re-
quired both changing the robots’ exploration algorithm @odsibly, enhancing even
more the robots’ specification. An observation concernhrg results of this experi-
ment was made, stating that when “improving” existing rgboine should take extra
care to verify that this improvement does not result in sueticious impacts on the
entire robots group. In conclusion, it is important to stht the results of the experi-
ment discussed in this work do not intend to speak againgrthancements of existing
robots’, or multi-robotic systems’ capabilities per-sat tather — to remind designers
of such systems that although innocent, any change in atigiesigns should be done
with care and systematic examination (both theoreticalengirical) of the possible
results of such a change.
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