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Abstract: The paper proposes the use of preferences for querying databases. In expressing queries it is natural to express
preferences among tuples belonging to the answer. This can be done in commercial DBMS, for instance, by
ordering the tuples in the result. The paper presents a different proposal, based on similar approaches deeply
investigated in the artificial intelligence field, where preferences are used to restrict the result of queries posed
over databases. In our proposal a query over a databasis a triple (g, 2, ®), whereq denotes the output
relation, # a Datalog program (or an SQL query) used to compute the resultbaisda set of preference
rules used to introduce preferences on the computed tuples. In our proposal tuples which are "dominated” by
other tuples do not belong to the result and cannot be used to infer other tuples. A new stratified semantics is
presented where the programis partitioned into strata and the preference rules associated to each stratum
of # are divided into layers; the result of a query is carried out by computing one stratum at time and by
applying the preference rules, one layer at time. We show that our technique is sound and that the complexity
of computing queries with preference rules is still polynomial.

1 INTRODUCTION at time. A second innovative aspect of this proposal
is that preferences on both base and derived atoms

The growing volume of available information poses are considered as well as general (recursive) queries

new challenges to the database and artificial intelli- which can be expressed by means of stratified Data-

gence communities. Recent researches have investiog.

gated new techniques in accessing large volumes ofExample 1 Consider a  database 93 =

data such as user-centered access to information, in-{fijsh beef} and a programe consisting of

formation filtering and extraction and policies to re- the two rules:

duce data presented to users. An interesting direction red-wine <« beef

deeply studied in the artificial intelligence and non- white-wine < fish

e s B, Aume naw t have  query dfined by the e i
P P ¢ and the preference

narios. _ _ p1 =red-wine > white-wine « beef
ferences are used t restct the resul of queries posed 240 (hat ifthere ibest, we preferred-yine (0
over a database. This is an important asqect in Fl)Jer _white-wine. The set of preferred atoms contains
) ; p P AUETY"ihe pase atomsish andbeef and the derived atom
ng large da_tabases such as those used by searc_h e ed-wine (the atomwhite-wine is not preferred)
gines. In this context, the result of a query contains Assume now to also have the preferepge- £ish > '
and dominated tuples cannot be used 1o mfer new n- 22¢E SIAUNG thal we prefetish (0 beot. In this

! . first the preference r nd next the pre-
formation. The novelty of the presented approach is case, first the preference rupe, and next the pre

o . ference rulep;, are considered. Howev can-
that preferences are stratified and applied one stratumnot be appli%lé abeef is not in the pre?grlred set
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of atoms. Consequently, the set of preferred atoms, introduces thevinnowoperator which generalizes the
with respect to the preference rules and py, is skyline operator. The implementation of winnow and
{fish,white-wine}. O ranking is also studied in (Torlone and Ciaccia, 2002).
Algorithms for computing skyline operators are also
Contributions. In this paper we study the use of Studied in (Kossmann et al., 2002; Papadias et al.,
preferences in querying databases. We consider gen2003; Chomicki et al., 2003). In (Agrawal and Wim-
eral (stratified) Datalog queries and general preferen- Mers, 2002) the use of quantitative preferences (scor-
ces: the head of preference rules may contain atomsing functions) in queries is proposed.
belonging to different relations and the body consists N this work, in contrast with previous proposals, gen-

of a conjunction of literals. A semantics where both eral preferences and a different (stratified) semantics,
query and preferences are partitioned into strata is Which we believe to be more intuitive, are considered.

defined. Under such a semantics, the query is com-
puted one stratum at time and for each stratum (of
the query), the preferences are applied one stratum a2 BACKGROUND
time.

Familiarity with disjunctive logic programs and di-
Related Work. The increased interest in preferen- sjunctive deductive databases is assumed (Ullman,
ces in logic programs is reflected by an extensive 1988).
number of proposals and systems for preference han-
dling. Most of the approaches propose an extension patalog Programs. A termis either a constant or a
of logic programming by adding preference informa- variable. Anatomis of the formp(ty,...,t), where
tion. The most common form of preference consists p s a predicate symbobf arity h andty,...,t, are
in specifying a strict partial order on rules (Delgrande terms. Aliteral is either an atonA or its negation
et al., 2003; Gelfond and Son, 1997; Sakama andnotA A (Datalog) rule ris a clause of the form
Inoue, 2000; Zhang and Foo, 1997), whereas more A . B, .. By, not Bpi1,..,n0t B,d n>0
sophisticated forms of preferences also allow priori-
ties to be specified between conjunctive (disjunctive) whereA, By, ..., B, are atoms, wheregsis a conjunc-
knowledge with preconditions (Brewka et al., 2003; tion of built-in atoms of the fornruév whereu andv
Sakama and Inoue, 2000) and numerical penalties forare terms and is a comparison predicateéA is the
suboptimal options (Brewka, 2004). headof r (denoted byHead'r)), whereas the conjunc-
Considering the use of preferences in querying tion By, ...,Bm,Not By 1,...,not By, ¢ is thebodyof r
databases, an extension of relational calculus express{denoted byBody(r)). It is assumed that each rule
ing preferences for tuples in terms of logical con- is safe, i.e. a variable appearing in the head or in a
ditions has been proposed in (Lacroix and Lavency, hegative literal also appears in a positive body literal.
1987).  Preferences requiring non-deterministic A (Datalog) progranis afinite set of rules. Aot-free
choice among atoms which minimize or maximize the program is callecpositive The Herbrand Universe
value of some attribute has been proposed in (Greco, of a programe is the set of all constants appear-
and Zaniolo, 2002). An extension of Datalog with ing in #, and itsHerbrand Bases,, is the set of all
preference relations, subsuming the approach propo-ground atoms constructed from the predicates appear-
sed in (Lacroix and Lavency, 1987), has been pro- ing in # and the constants from,. A term (resp. an
posed in (Kostler et al., 1995), whereas an exten- atom, a literal, a rule or a program) gsoundif no
sion of SQL including preferences has been propo- variable occurs in it. A rule’ is aground instance
sed in (Kigling, 2002; KieBling and Kostler, 2002).  of a ruler if r" is obtained fronr by replacing every
In the last proposal several built-in operators and a variable inr with some constant i, ; ground(®)
formal definition of their combinations (i.e. intersec- denotes the set of all ground instances of the rules in
tion, union, Pareto composition, etc.) has been con-?.
sidered. Borzsonyi et al. proposed #lg/lineopera- An interpretation Mfor a Datalog prograre is any
tor (Borzsonyi et al., 2001), to filter out a set of “inter- subset of8,; M is amodelof # if it satisfies all rules
esting” point (i.e. not dominated by any other point) in ground#). The (model-theoretic) semantics for
from a potential large set of points. An extension of positive? assigns tae the set of itsminimal models
SQL with a skyline operator has been also proposed. # ¢ (2), where a modeM for # is minimal if no
A framework for specifying preferences using logical proper subset dfl is a model fore. For any interpre-
formulas and its embedding into relational algebra has tationM, 2™ is the ground positive program derived
been introduced in (Chomicki, 2003). The paper also from ground#) by 1) removing all rules that contain
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a negative literahotAin the body andA € M, and

2) removing all negative literals from the remaining
rules. An interpretatioM is astable modebf 2 if
and only ifM € arar (#M) (Gelfond and Lifschitz,
1988). For generab, the stable model semantics as-
signs tor the setsas (#) of its stable models. It is
well-known that stable models are minimal models
(i.e. s (?) C M (2)) and that for negation free

programs minimal and stable model semantics coin-

cide (i.e.sM (?) = MM (2)).

Given a Datalog programe, ¢.(?) = (Vgy,Eg)
denotes the dependency grap
ground(? ) whereVgy consists of all ground atoms ap-
pearing inground(? ), whereas there is an arc from
B to Ain Ey if there is a ruler in ground#) such
thatHeadr) = A andB € Body(r); the arc is said to
be marked negatively B appears negated in the body
of r. The dependency gragh(®) = (V,E) associated
with 2 is built by considering the ground program de-
rived from# by eliminating all terms (i.e. every atom
p(t) is replaced byp). A ground atomp(t) depends
on a ground atong(u) if there is a path ing ,(2)
from q(u) to p(t). Analogously, a predicate symbpl
dependsn a predicate symbd if there is a path in

G (?) fromqto p. The dependency is negated if there
is an arc marked negatively in the path.

A partition 1y, . .., T of the set of all predicate sym-
bols of a Datalog program, where eachr is called
stratum is astratificationof # if for each ruler in 2

the predicates that appear only positively in the body
of r are in strata lower than or equal to the stratum of
the predicate in the head ofand the predicates that

appear negatively are in strata lower than the stratum

of the predicate in the head of The stratification of
the predicates defines a stratification of the rules of
into strata(®1,...,?x) where a stratune; contains
rules which define predicates im. A Datalog prog-
ram is calledstratifiedif it has a stratification. Strat-
ified (normal) programs have a unique stable model
which coincides with thestratified model obtained

by computing the fixpoints of every stratum in their
order.

Queries. Predicate symbols are partitioned into two
distinct sets:ibase predicateandderived predicates

Base predicates correspond to database relations de-

fined over a given domain and they do not appear in

the head of any rule, whereas derived predicates are

defined by means of rules. Given a set of ground
atoms? 8, a predicate symbgd and a stratified prog-
ram #, D3[p] denotes the set op-tuples inD 3,
while 2,5, denotes the program derived from the
union of ? with the facts inp 8, i.e. 2,5 =2 U D 3B.
The semantics ob,; is given by the stratified mo-

associated with
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del (which coincide with the unique stable model)
of #,,5. The answer to a quer®) = (g,?) over a
databasep 3, denoted byQ(® 38), is given byas [g]
wherem = sM (P,4). In the following we also de-
note with? (D 8) = s (2, 4) the application ofr

to » B; thereforeQ(» 8) = 2 (» 38)[g).

3 PREFERENCE RULES AND
QUERIES

This section presents a framework for expressing pre-
ferences in the evaluation of queries posed on a given
database. The framework is based on the introduc-
tion of preference ruleswhose syntax is inspired to
the management of priorities in the artificial intelli-
gence field, logic programming and database query-
ing (Brewka et al., 2003; Delgrande et al., 2003; Gel-
fond and Son, 1997; Sakama and Inoue, 2000; Zhang
and Foo, 1997).

3.1 Syntax

A prioritized program consists of a set of stan-
dard rules (Datalog program) and a set of preference
rules. As rules expressing preferences eliminate tu-
ples which are derived by means of standard rules
(Datalog program) we first introduce a standard strat-
ification of the Datalog program to fix the order in
which standard rules are applied. Preference rules are
associated to each subprogram (stratum) and applied
after the subprogram has been evaluated. Let start by
introducing the concept of standard stratification.

Definition 1 The standard stratificationof a strati-
fied programp consists ok strata(?1, ..., k) where

k is the minimal value such that for eaeh and for
each pair of predicatep andq defined in?; either
they are mutually recursive or they are independent
(i.e. pdoes not depend apandqg does not depend on
p). O

In the following, given an atonp(t), str(p(t)) de-

notes the stratum of the predicate sympdgor equiv-

alently of the subprogram in whighis defined) in the
standard stratification.

Definition 2 A preference rule is of the form:
A>C <« By,...,Bp,not Byy1,...,not By,d (1)

where whereA C By,...,B, are atoms, and is a
conjunction of built-in atoms. O

Also in this case we assume that rules are safe.
the above definitiorA > C is called head of the pre-
ference rule (denoted &tead(p)), whereas the con-

In

junction By, ...,Bm,not Bp.1,...,not By, ¢ is called
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body (denoted a8ody(p)). Moreover, we denote
with Head (p) andHead:(p) the first and the second
atomin the head g, respectively (i.eHead (p) = A
andHead(p) =C).

The intuitive meaning of a ground preference rpiis
that if the body ofp is true, then the atorA is prefer-
ableto C (we also say that the ato@ is dominated
by the atomA). This means that in the evaluation of a
prioritized program?,®) the model defining its se-
mantics cannot contain the atdmif it contains the
atomA and the body of the preference rule is true.
Let ® be apreference programi.e. a set of pre-
ference rules. The transitive closure griound ®)

is ®§ = ground®) U {(A = C « body,body |
JA - B« body € djA 3B~ C « body € @ }.
Analogously, we defin@* as the closure of the set of
ground preference rules derived frabnby replacing
every atomp(t) with p and deleting built-in atoms.

Definition 3 A (ground) preference programy is
layeredif it is possible to partition it inton layers
(D5[1], ..., D5(n]) as follows:

e For each ground atom such that there is no
ground rulep € @ such thatHead(p) = A,
layer(A) = 0;

e For every ground ator@ such that there is a rule
p of the form (1) (i.e. such thatiead(p) =C),
layer(C) > max{layer(Bi),...,layer(By),0} and
layer(C) > layer(A);

e The layer of a preference rupec @}, denoted as
layer(p), is equal tdayer(H eadz(p)g);

p2 the layer ofwhite-wine must be greater than the
layer ofbeef. Thus, the set of preference rules is not
layered. |

Observe that in the above definition, in order to com-
pute the closure of the ground instantiationdafwe
need to know the databages containing all con-
stants in the database domain. Therefore, checking
whether ®g can be partitioned into layers cannot be
done at compile-time. It is possible to define suffi-
cient conditions which guarantee that the set of prefe-
rence rules can be partitioned into layers by consider-
ing the (ground) prograrm®* instead of the program
5. This means that ¥* can be partitioned into lay-
ers, the se®; can be partitioned into layers as well,
although the layers oby may be different from the
layers of®* (the layers ofy define a “refinement”

of the layers ofd*).

Definition 4 A prioritized query is of the form
(g,?,®P) whereq is a predicate symbol denoting the
output relation,? is a (stratified) Datalog program
and® is a set of preference rules. O

As said before, the intuitive meaning of a prioritized
query(q,?,®) over a database 3 is that the atoms
derived from? and» 3 must satisfy the preference
conditions defined .

Definition 5 A prioritized queryQ = (q, 2, ®) is said
to be well formedif @ is layered and for every
ground atonC such that there is a rufe of the form
(1) (i.e. such thaHead(p) = C) it holds that

e @;[i] consists of all preference rules associated 1. str(C) > max{str(A),str(By),...,str(Bn)}, and

with the layeri. @]

Example 2 Consider the set of preference rutes
P1: fish > beef «—
P2 : red-wine > white-wine < beef
pP3: white-wine > red-wine «— fish

The transitive closure®* consists of the rules
p1, P2, P3 plus the following rules

P4 red-wine > red-wine < beef,fish

Ps: white-wine > white-wine < fish,beef

®* is partitioned into the two laye®*[1] = {p1} and
o [2] o {p27p3a p47p5}- O
As it will be clear in the next subsection, preference

rules of the formA >~ A «— bodyare useless and can
be deleted. Therefore, in the above exampi¢2] =

{p2,p3}-

Example 3 Consider the set of preference rutes
p1: fish > beef < white-wine
P2 . red-wine > white-wine < beef

According top; the layer ofbeef must be greater
than the layer ofthite-wine, whereas according to
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In the following we assume that our queries are well
formed. Sufficient conditions can be defined on the
base of the dependency grapli? ).

2. A By, ...,Bndo not depend o€ in .

3.2 Semantics

First we analyze the case whetedefines preferen-
ces on databases atoms and next we consider the case
where ® expresses preferences on base and derived
atoms, i.e. also on atoms definedan

3.2.1 Preferences On Base Atoms

It is assumed here to have a qué&yy= (q,?,d) and
that the preference rulesdmexpress preferences only
among base atoms. As said befotg, can be parti-
tioned inton layers®; = (®;[1], ..., ®5[n]).

Definition 6 Let 23 be a set of ground atoms,

@ a set of preference rules such thaAIg =
(®3[1],...,®5[n]), andt,u two atoms inD 3. We say
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thatt is preferableto u with respect tabg|i] (denotes  Definition 8 Let »3 be a database and 1€ =
ast Joyj U) if (q,?,®P) be a prioritized query ande,...,?y) the
e 3(t = u— body) € ®i[i] s.t. 23 = body, and standard stratification af. The application of> and
o Au>t—body) € ®;[i] s.t. D5 = body. ® to » 3 is defined as foIIovAvs:Mo = ®g[Pol(DB)
The set of tuples irb 3 which arepreferredwith re- _Ia_?]d for each in Ll"k]’ Mi= q’afi]éfi('\é'ifl))' q
spect to®[i] is Byfij(0B) = {t [t € DB A Auc e answer to the quer over the database 3, de-
DB S.t.U Jgp L) 0 noted af)(D B), is given byas «[q). O

Observe that:; could contain preference rules of the Our proposal is sound, i.e. for each ground preference

form A> A — body. Such preferences are useless as 'Ul€ A = C — bodyin @g, if My {= (bodyA A) then

they are not used to infer preferences among grounde_ 7~ C. Moreov_er, it can be_shown thgt th_e compu-
atoms and can be deleted frapy. tational complexity oQ(D 38) is polynomial time.

Example 4 Consider the databas®3 = {fish,

beef, red-wine, white-wine,pie, ice-crea.m} and

the following preference rule®: 4 CONCLUSIONS
P1: pie > ice-cream «—
P2 : red-wine > white-wine « fish
P3: white-wine > red-wine «+— beef

This paper has introducemtioritized queriesa form

of queries well-suited for expressing preferences
among tuples either belonging to the source database
The set®j consists, without considering useless or derived by means of the program specified in the

rules, of a unique layePy[1] = {p1,p2,p3}. The ap-  query. It has been shown that prioritized queries are
plication of ®3[1] to © 3 gives the sethy[1|(D3) = well-suited to express queries wherein we are inter-
{fish,beef,red-wine,white-wine,pie} O ested only inpreferred tuples A stratified semantics

Definition 7 Let® 3 be a database a@i= (g, 2, ®) for computing prioritized queries has been presented

be a query such thab expresses preferences only where the prograne is pgrtitioned into strata and the
on base atoms and the set of ground preference rulePréference rules associated to each stratum afe
o is layered intod: = (®:[1],...,%[n)). Then the divided into layers; a query is evaluated by computing
9 9 gr o T one stratum at time and by applying the preference
set of preferred tuples with respect ®} is % = 1 je5 one layer at time. The computational comple-
P (Py(DB)) xity of computing prioritized queries remains polyno-

= 2(Py[n](Pyln—1]--- (Py[L(DB)) ). mial.
The answer to the que is given bya [q]. 0

Example 5 Consider the databas®3 = {fish, REFERENCES
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