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Abstract. There is currently much research in natural language processing fo-
cusing on lexical networks. Most of them, in particular the most famous, Word-
Net, lack syntagmatic information and especially thematic information ("Tennis
Problem”). This article describes conceptual vectors that allows the representa-
tion of ideas in any textual segment and offers a continuous vision of related
thematics, based on the distances between these thematics. We show the charac-
teristics of conceptual vectors and explain how they complement lexico-semantic
networks. We illustrate this purpose by adding conceptual vectors to WordNet by
emergence.

1 Introduction

Originally resulting from Ross Quillian’s work on psycholinguistics [1], lexical net-
works are today object of many researches in Natural Language Processing. They are
employed in many tasks (lexical disambiguation [2]) or field applications (machine
translation with multilingual networks like Papillon [3] or [4], information retrieval or

text classification [5]). Most of these networks and specifically the most famous, Word-
Net [6], miss syntagmatic information and, in particular, information concerning the
domain usage of terms or at least thematicaly related terms. There is thus no direct rela-
tion between terms likeeacher-<student or <boat-<port. This phenomenon is called the
"tennis problem” [[6], p. 10] because it has been noticed that it was necessary to seek
<ball*, sracket and,<court at various places of the hierarchy.

For several years, TAL team (Natural Language Processing team) from LIRMM
(Montpellier Laboratory of Computer Science, Robatics, and Microelectronics) works
on a formalization of the projection of the linguistic concept of semantic field in a vector
space, the conceptual vectors. They allow to represent ideas contained in an unspecified
textual segment and allow to obtain a continuous vision of thematic used thanks to the
calculable distances between them.

In this article, we present the conceptual vectors and especially the version built by
emergence. We show their characteristics and why they are complementary to lexico-
semantic networks. We illustrate our purpose by an experiment done at UTMK (Computer-
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Aided Translation Unit), Universiti Sains Malaysia, Pegavhich consisted in enrich-
ing the WordNet data by conceptual vectors built by emergenc

2 Lexico-semantic Networks: Example of WordNet

2.1 Principle

WordNet is a lexical database for English developed underdihection of George
Armitage Miller by the Cognitive Science Laboratory of theiuersity of Princeton
(New Jersey, USA). It aims to be consistant with the accetbetbuman mental lexicon.

WordNet is organized in sets of synonyms called synsets.ath synset corre-
sponds a concept. Terms meaning is described in WordNetrbg theans :

— their definition

— thesynseto which the meaning is attached.

— the lexical relationswhich link synsets. There are, among others, hyperonymy, la
meronymy and antonymy.

WordNet 2.0 contains 152059 terms what constitutes avelgtbroad cover of the
English language. In first versions of Wordnet, the lexieddtions connect only items
in the same part of speech. There is thus one hierarchy farsyaune for adjectives,
one for verbs and finally one for the adverbs.

2.2 Weakness of Wordnet

In [7], authors of WordNet (we were at version 1.6) recordvweeaknesses in the their
network constitution:

. the lack of connections between noun and verb hierarchies

. limited number of connections between topicallyrelatedds;

. the lack of morphological relations;

. the absence of thematic relations/selectional reisnisf

. some concepts (word senses) and relations are missing;

. since glosses were written manually, sometimes therdaskaof uniformity and
consistency in the definitions.

o0, WN PR

If items 3, 5 and 6 don't interest us in this article, we wilbghthe conceptual vec-
tors contribution to the resolution of the others, all theeastitue the tennis problem.

2.3 Previous Work to Solve the Problem

In this article, we will be interested only in Wordnet versi@.1 which was the last
available when we carried out our experiments. A new ver€3dd) was relised in De-
cember 2006 but it does not seem to have some improvementsacedto the previous
version for what interests us here.

Since version 2, relations akerivationally related formmakes it possible to link
adjectives to verbs or adjectives to names. In the same waysage domain can be



141

addressed to synsets. However, the number of these datsestih too restricted to
be sufficiently relevant. Typical relations &sacher-<student <boat-<port> or <doctor-
<hospitab, often essential to a task of lexical disambiguation, arestith present and
the restricted number of thematic indications like domaesinot make it possible to
compensate this defect. Several solutions were propossaite whole or part of this
problem.

With Extended WordNet, [7] proposes to disambiguate déimitof WordNet as a
semi-automatic way. The idea is for each definition to anaohavord with the number
of the meaning used. One can then compare two synsets angvéieir similarity.
We will see that we use this information to manufacture theceptual vectors of this
experiment.

Others also add information to the synsets. Thus, [8] adddégignatures resulting
from tagged corpora or Web.

On the other hand, others rather seek to increase the nurihéer existing. [9], for
example, combines different metrics to create links betwsmsets from their defini-
tions and from a thesaurus. [10] use a coocurrences nete@ktitact typical relations
like those presented in the previous section.

We can see that all these proposals have in common to belguayticular to the
discrete field. Our is to introduce a continuous represemtaf the ideas contained into
the network, conceptual vectors.

3 Conceptual Vectors

3.1 Principle and Thematic Distance

We represent thematic aspects of textual segments (dod¢synpanagraph, phrases, etc)
by conceptual vectors. Vectors have long been used in irztom retrieval [11] and
for meaning representation in the LSI model [12] from lategrinantic analysis (LSA)
studies in psycholinguistics. In computational lingusti[13] proposed a formalism for
the projection of the linguistic notion of semantic field imectorial space, from which
our model is inspired. From a set of elementary concepts pbssible to build vectors
(conceptual vectors) and to associate them to any linguibject. This vector approach
is based on known mathematical properties. It is thus plestibapply well founded
formal manipulations associated to reasonable linguisterpretations. Concepts are
defined from a thesaurus (in our prototype applied to Fremehused Larousse the-
saurus [14] where 873 concepts are identified) to compatte thé thousand defined
in Roget thesaurus [15]). Let be a finite set oh concepts, a conceptual vecitdris

a linear combinaison of elementsof ¢. For a meaningd, a vectorV (A) is the de-
scription (in extension) of activations of all conceptscfFor example, the different
meanings ofdoor could be projected on the following concepts (tasicerT intensity]
are ordered by decreasing values):ddpr) = (oPENING|0.8], BARRIEH 0.7/, LiMIT [0.65],
PROXIMITY[ 0.6, EXTERIOR 0.4/, INTERIOR 0.39], . ...

3.2 Operations on Vectors

Angular Distance. Comparison between conceptual vectors is done using ardjsta
tance. For two conceptual vectoksandB,
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SImMX,Y) = cogX,Y) = rr
Da(A,B) = arccogSimA, B))
Intuitively, this function constitutes an evaluation oktthematic proximityand

measures the angle between the two vectors. We would gbneaaisider that, for
a distancéa (A, B):

1)

— if < 7 (45°), Aand B are thematically close and share many concepts;

— if Da(A,B) > %‘, the thematic proximity between A and B would be considered a
loose;

— aroundZ, they have no relation.

Da is a real distance function. It verifies the properties ofpaflity, symmetry and
triangular inequality. We have, for example, the followisggles (values are in radian
and degrees).

Da(V(ctit?), V(<tit>))=0 (C°)

Da(V(¢tit?), V(<bird>))=0.55 (37)

Da(V(tit>), V(-sparrow))=0.35 (20)

Da(V(tit?), V(-train-))=1.28 (73)

Da(V(ctit>), V(<insect))=0.57 (32)

The first one has a straightforward interpretation, ag-ecannot be closer to any-
thing else than itself. The second and the third are not vemprising since atit> is a
kind of <sparrow which is a kind ofbird>. A <tit> has not much in common with<@ain>,
which explains the large angle between them. One may wonbgrtitr and <insect,
are rather close with only 3between them. If we scrutinise the definitionitf from
which its vector is computedr(sectivourous passerine bird with colorful featherer-
haps the interpretation of these values would seem cldareffect, the thematic is by
no way an ontological distance.

3.3 Neighbourhood: A Continuous Vision of Thematic Aspects

Principle. The thematic neighbourhood functienis the function which returns the
closestLEXICAL OBJECTS' to a lexical objeck according to the angular distance:

oxIN—oK:
X.k— E — 7 (Da,X,K) 2)

whereg the set ofLEXICAL OBJECTS. The function?’ is defined by :
|7 (Da,Z,K)| =k

VX e 'V(DA,Z,k), W¢ ‘V(DA,Z,k)7 3)
DA(X7 Z) < DA(Y, Z)

Thematic neighborhood function can be used for learnindnexk the overall rele-
vance of the semantic base or to find the more appropriate toarse for a statement.

3 We call LEXICAL OBJECT any object in the lexicon which meaning can be described. For
WordNet, they are entries (called in this article lexical items) and synset.
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Thus, they give new tools to access words through a proxinaitipn to those described
in [16] and issued from psycholinguistic consideratioke fiorm, part of speech, nav-
igation in a huge associative network. They allow to nawgata continuous way and
not in a discrete way as commonly done in semantic networks.

Examples. For example, we can have :

7V (Dap, ife>, 7)=(life> 0.4) (to borre 0.449) falive 0.467) fto live 0.471) fexistence
0.471) ¢minck 0.484) fto livee 0.486)

7V (Da, <death, 7)=(death 0) (‘murdered 0.367) {killer> 0.377) fage of life 0.481)
(<tyrannicide 0.516) to kill> 0.579) ¢dead 0.582)

Vectorial Sum. If X andY are two vectors, theimormalised vectorial sud is defined
as:

Xi+Yi @)
[X+Y]|

whered is the set of the conceptual vectovs(respX;, Y;) is the i-th component of
the vectolV (resp.X, Y).

The normalized vectorial sum of two vectors gives a vectaidigtant according to
the angle of the first two vectors. It is in fact an average tiraraoned vectors. As an
operation on the conceptual vectors, one can thus see theatioed vectorial sum as
the union of the ideas contained in the terms.

929 :V=XaY | V=

Normalised Term to Term Product. If X andY are two vectors, theitormalised term
to term product Vis defined as :

9259 :V=XQY | vi= /X% (5)

The® operator can be interpreted as an operator of intersectitwelen vectors. If
the intersection between two vectors is the null vectom tifey do not have anything
in common. From the point of view of the conceptual vectdris, operation thus makes
it possible to select the ideas common to terms involved.

3.4 Construction of Vectors by Emergence

The approach by emergence is free from any thesaurus amtvettconcept as bases
departure. Onlyd the vector size is fixe@ priori. The construction method of the
vectors is identical to the traditional model with the diéface that if one of the vectors
entering the sum is non-existent, because not yet calcljliten this vector is drawn

randomly. The computing process is reiterated until cayeece of each vector.

As we show in a more detailed way in [17], there is a certain Imemof advantages
to use this model. The first of them is to be able to freely ckabs quantity of re-
sources which one wishes to use by choosing the size of thergan a suitable way.
To give an idea of the importance of this choice, a base of @0@@ctors of dimension
1000 is approximately 2Go, of size 2000, 4Go, ... As it woultl e then reasonable
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nor easy to define a concept set of the size chosen, It is ¢asieek an approach which
enables us to avoid it. Moreover, what can seem a makestlaft least a compromise
proves to be an advantage because the lexical density ie sfhdice words calculated
by emergence is much more constant than in a space whereptsace predifined. In-

deed, the resources (dimensions of space) have tendeneynsrioniously distributed

according to the lexical richness.

4 Hybrid Modelisation of Meaning: Conceptual Vectors and
Lexical Networks

4.1 Contribution of the Lexical Networks to the Conceptual \éctors

As shown in [18], distances computed on vectors are inflitbgeshared components
and/or disinct components. Angular distance is a good toobtir aims because of
its mathematical characteristics, its simplicity to ureiend and to linguistically inter-
pret and futhermore it is effective for computational psxeNhatever is the chosen
distance, used on this kind of vectors (represanting idedsiat term occurences), the
lower the distance is, the more the lexical objects are isémee semantic field (isotopy
as said by Rastier [19]).

In the framework of semantic analysis as the one which istenes, we use angu-
lar distance to benefit from mutual information carried bypaeptual vectors to make
lexical disambiguation on words whose meanings are in cdeseantic fields. Thus,
"Zidane scored a godl.can be disambiguated thanks to common ideas about sport
while "The lawyer pleads at the courican be disambiguated thanks to those of jus-
tice. Furthermore, for prepositionnal attachments, wsctan permit in He saw the
girl with the telescopé.to attach 'with a telescopkto the verb 'saw’ due to ideas
about vision.

On the contrary, conceptual vectors can't be used to digguake terms which are
in different semantic fields. We can even note that an arsatysy based on them can
lead to misinterpretation. For example, the French nawnacat has two meanings.
It is the equivalent oflawyer and the equivalent ofivocade. In the French sentence
"L’'avocat a mang un fruit”, " The lawyer has eaten a friijt<to eat and«fruit> carry
idea of foodk then the acception computed by conceptual vectorsafarcat will be
<avocade. It would have been necessary that the knowledgkaivyer is a humahand
"a human eafscan be identified, something that is not possible with ordpaeptual
vectors. Alone, they are not sufficient to exploit lexicahtions instanciations in the
texts, a lexical network can thus contribute to correctét@®rtcomings. These limits
were shown in experiments for the semantic analysis usihglgarithms in [20].

4.2 Contribution of Conceptual Vectors to Lexical Networks

If they benefit of an unquestionable precision, the recatietfvorks is poor. It is, in-
deed, difficult to think that one could represent all thetietes between the terms. In-
deed, how can we represent the fact that two terms are in the samantic field? They
may be absent from the network because they may not be cedhlegt’traditional”
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arcs. The introduction of arcs of the type "semantic fieldoaseems problematic for
us because of two reasons implicated the fuzzy and flexiklei®felation :.

— the first one is related to the database conceptor’s ideaisndlation, when to
consider that two synsets are in the same semantic field? unfarourable case,
there would be very few arcs while in an opposite case we duoald a combinative
explosion of the number of arc;

— the second problem, more fundamental, is related to reptatsen itself. How to
plan to represent by a discrete element a fuzzy relation $sree of the continuous
field?

Thus, the continuous domain offered by conceptual vectivesdlexibilities that
the discrete domain offered by the networks cannot. Theglalesto bring closer words
on minority ideas but however common what it is not possibit \& network. The
conceptual vectors and the operation of thematic distaanecorrect the weak recall
inherent of the lexical networks. The defects of the oneslare mitigated by qualities
of the others what makes therefore conceptual vectors amchlenetworks comple-
mentary tools.

5 Expérience on WordNet: Usage of Data

5.1 Exploitation of Definitions

EXtended WordNgR1] is a project carried out t&outhern Methodist Universityf
Dallas (Texas, USA) which has two aims:

— to disambiguate terms used in the definitions of the synsetsoi indicate which
are the synsets employed in the definition;
— to transform these definitions into logical form to allow r@asy calculations.

These data were built semi-automaticly using informatiamf the network (for
example if the genus of the definition, within the meaning o#ote, has a meaning
which is also an hyperonym of the defined synset, it is comsdtlthat the meaning of
the genus is this hyperonym), of distances between defisitio information about the
domain. These data are partly manually controlled and tteeafprecision of more
than 90%.

For the conceptual vectors construction, we used theseadddgical form because
they make it possible to locate the most important elemehtkeodefinition in par-
ticular the genus. Calculation is done thus on a dependeeeynanufactured starting
from pretreated definition to remove the metalanguage rsityezxploitable for a the-
matic analysis. In our explanations, we will use the exanopliie logical form of the
definition ofant.

ant: NN(x1) — > social: JJ(x1) insect: NN(x1)live : VB(el,x1,x3)
in: IN(el,x2) organized: JJ(x2)colony: NN(x2)

There is 3 sets : x1 £social insect, x2 = {organised colony} and el ={live}.
This last andn make it possible to organise the sets as a hierarchy. Thenafctach
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one of these sets is calculated making the vectorial sunedfeim which carry most of
the meaning of this set (verbs, VB; nouns, NN) and half of thesoof the dependents
(adverbs, RB; adjectives, JJ). The computation of the glebetor is done then by
weighted vectorial sum of the various sets in the tree irtiatawith the lowest part.
This mode of calculation makes it possible to consider inmidating way the genus
on the other terms of the definitions and in a more general way$eads on their
syntactic dependent. The figure 1 synthesizes this caionldtio predicate is the set x3
then it does not appears on the figure.

insect:NN

V(x1) = V(insect) ® 1/2 V(social)
social:JJ

V(eT) = V(iive)

colony:NN

f

organised:JJ

V(x2) = V(colony) @ 1/2 V(organised)
x2

Fig. 1. Construction of a conceptual vector from a definition: example of ant.

5.2 Exploitation of Relations

The exploitation of the relations is done at two level : (1) tlee vector construction,
they build in a complementary way to the definitions the veof@ synset; (2) to avoid
phenomenon of regrouping of distinct sets.

Vectors Construction. The construction of a conceptual vector is done for each node
of the network by simple weighted normalised sum of the wsatd the linked nodes.
If N is a node linked ti nodes; ... Nk, the vector olN is

V(N) = p1V(N1) + p2V (N2) + ... + peV (Nk) (6)

This approach naturally involves an agglomeration of thetars. It is thus neces-
sary to increase the contrast of one vector following itsgotation. With this intention,
one calculates the coefficient of variatibrof V. If this last is not around 10% of the
average CV the vector undergoes a nonlinear operation difeaapon (exponentiation
of each component then normalisation), and this in a regdrevay until obtaining a
coefficient of variation in the acceptable values. This Vea$ estimated starting from
predifined concepts.

4 the coefficient of variation CV is given by the formtﬁ%,i)) with EC(V) the standard deviation
of the vector V anqu(V) the arithmetic mean of the components of V.
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Phenomenon of regrouping of distinct setsA last potential problem is that the vectors
of two distinct sets (at the same time for the lexical netwamkl for thematic) of terms
can occupy the same area of space. Computation is done bgtamtiand vectors are
randomly drawn at initialization, then that can occurs bgident. It is thus necessary
to "separate” the close vectors but corresponding howeveety different parts of the
lexical network and of thematic.

The phenomenon detection is done by examination of the heighood of a con-
ceptual vector. If among the first neighbors, the density of words with no correlation
with the target word is important then an action of sepanatiust be undertaken.

This action of separation consists in plunging the wholevoek in field where
the nodes tend to be pushed back. In directly being inspiyeghysics, a force of
repulsion in ¥d? is calculated iteratively between nodes. For a given node,an
thus calculate a vector displacement which will move awdnpin nodes to which it is
too near. Nodes not bringing closer by thematic neighbaett{at the time of the first
phase of calculation cf. section 5.1) but being close ” aliy” end thus naturally up
separating.

6 Conclusion

In this article, we presented the conceptual vectors byikriergence. We showed in
what they can help to solve the tennis problem from theirati@r complementary to
the lexico-semantic networks one whose most famous exammerrent research is
WordNet. Indeed, the recall of the networks is weak, thejlyeds not make it possible
to represent the semantic fields contrary to the vectorsavihd latter are not sufficient
to represent relations like hyperonymy or meronymy.

Our proposal is to benefit from this complementarity whildiad to WordNet con-
ceptual vectors built starting from definitions and relati@ontained in this base. The
method suggested here holds of the continuous field contoatlye whole methods
we studied in the literature which belong to the discretalf{alddition of arcs for the
relations, symbols about the domain, etc).

We are aware that this method only makes it possible to s@vegh the problem
of tennis. Indeed, the conceptual vectors do not allow taberbt-thematic colloca-
tionnal relationship between items. They are primarily rilations that Igor MeEuk
models with his syntagmatic lexical functions [22] like ih&ensification (great feaf;
Magn(<fear) = <great)), name of center €rux of the problerfy Centr(<problem) = <crux)
or even the confirmatoriggitimate excuse Ver (<excuse) = <legitimate). As notices
[10], these relations belong to those which would probalgynbcessary to have in a
lexical base. We share this point of view, some tracks weptoesd in [23] and cur-
rently continue to be followed.
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