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Abstract. Robot navigation in urban environments requires situational reason-
ing. Given the complexity of the environment and the behavior specified by traf-
fic rules, it is necessary to recognize the current situation to impose the correct
traffic rules. In an attempt to manage the complexity of the situational reasoning
subsystem, this paper describes a finite state machine model to govern the sit-
uational reasoning process. The logic state machine and its interaction with the
planning system are discussed. The approach was implemented on Alice, Team
Caltech’s entry into the 2007 DARPA Urban Challenge. Results from the qual-
ifying rounds are discussed. The approach is validated and the shortcomings of
the implementation are identified.

1 Introduction

The problem of robot navigation in urban environments has recently received substan-
tial attention with the launch of the DARPA Urban Challenge (DUC). In this competi-
tion, robots were required to navigate in a fully autonomous manner through a partially
known environment populated with static obstacles, live traffic, and other robots. In or-
der for the robot to complete this challenge, it needed to drive on urban roads, navigate
intersections, navigate parking lots, drive in unstructured regions, and even navigate un-
structured obstacle fields. Since the environment was only partially known prior to the
race, the robot needed to rely on sensory information to extract the world state, which

Fig. 1. Alice (left), Team Caltech’s (right) entry in the 2007 DARPA Urban Challenge.
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introduces additional uncertainty into the problem. Ferthore, lack of exact knowl-
edge about the robot’s location and the state and intentredmyc obstacles introduced
further uncertainty. Lastly, the robot needed to obey Gatia traffic rules or exhibit
human-like behavior when this was not possible.

The urban component of the problem had two effects on thetioplanning prob-
lem: first it introduced some structure into the environmrtleat could be used during
the planning process. Second, the traffic rules associataduvban driving forced the
robots to exhibit specific behaviors in specific situatiortsese behaviors are at a high
level associated with the driving task that is being exetywtdnich include, for example,
driving on a road versus driving in a parking lot. While exttg a driving task, it is
necessary for the vehicle’s control system to reason abbighwraffic rules are appli-
cable at each instant. It was not sufficient to obey all thegall the time, but in some
cases constraints needed to be relaxed for the robot to roakartd progress. This rea-
soning module is what is presented in this work. A relateceespf urban driving is
intersection handling [1] and is not discussed here.

Prior work has attempted to solve the problem of reasoniogthe robot’s correct
driving behavior. Most of the work has been related to highehdving, and deciding
when a maneuver such as a lane change or emergency maneovander [2-5]. One
practical hurdle is managing the complexity of the decisizaking module [2] which
must decide which rules to enforce and which actions to tAkether problem is tak-
ing uncertainty about the situation into account. Suktlargt al. [2] implemented a
scheme based on a voting system, called polySAPIENT. [Riffietraffic objects in the
environment (for example another car, an exit on the highwsy) would vote for
the appropriate action. Using a mitigation scheme, the &etgdn was chosen. Unsal
et al. [3] used automata theory for longitudinal and latemaitrol of the vehicle, and
implicitly chooses the best action. Gregor and Dickmanfaupéd a finite state ma-
chine (FSM) to decide. Niehaus and Stengel [5] explicitlgaamt for uncertainty in a
probabilistic fashion, and use a heuristic method to séfecbest action.

The main contribution of this paper is the design of a denisimdule for a robot
navigating an urban environment. To manage complexity,tfodule does not attempt
to explicitly reason about all aspects of the environmauttiristead makes use of infor-
mation generated by the path-planning module to guide id&sisThe decision module
was implemented on Alice, the Team Caltech entry into the [&#@ figure 1). Results
obtained during successful DUC qualifying runs are presgnthe paper is structured
as follows: the overall planning approach is briefly revidvire section 2, before fo-
cussing on reasoning in the logic planner (section 3). Ampta is given to illustrate
usage. Lastly, some results from the qualifying runs forDkC are presented, with a
discussion, recommendations and future work.

2 Overview of Planning Approach

The planning problem involved three driving tasks: roadidg, off-road driving, and
parking lot navigation. In an attempt to modularize the sysfor rapid development,
the problems of sensing, planning, and control were sepdrdhe planning problem
itself was divided into three layers (see figure 2), follogvthe hierarchical architec-
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Fig. 2. Planning architecture showing 3 layers used for plannioggss.

ture dictated by the contingency management approach thatagopted for overall
management of Alice’s activities [6].

At the mission level, it was necessary to generate a routaugir the road net-
work, as defined by DARPA through the Road Network Definitidie FRNDF). The
route planner would specify a sequence of road segment ohéscompleted, which
would be passed to the tactical planning layer. The tagizadner was responsible for
generating a trajectory to some intermediate goal (e.gositipn at the end of a road
segment). The reasoning methodology used by the tactigahpt is the focus of this
paper. The trajectory generated in the tactical plannelinvagn passed to a low-level
trajectory-following controller, which is documented ifi |

The tactical planner consisted of four parts:

Logic Planner: The logic planner was the reasoning module of the robot. fioidule
had two functions: reasoning about the current traffic fita and reasoning about
intersections [1]. This planner was implemented as a seatité fitate machines (FSMs)
and would set up a planning problem to be solved. Reasoniogtabe current traffic
state is the focus of this paper.

Path Planner and Velocity Planner: The trajectory planning problem was separated
into a spatial and a temporal planning problem in order tg#fynthese planning prob-
lems, and to satisfy the real-time requirement of the plar®eparate path planners
were implemented for the three different driving tasks. Séhpath planners were re-
sponsible for solving the 2-D spatial path planning problaotounting for the static
component of the environment. The velocity planner timeapeeterized the path to ob-
tain a detailed trajectory. This velocity planner adjugtezirobot’s speed for stop lines
along the path, static obstacles on or near the path, thatuwevof the path, and the
velocities of dynamic obstacles.

Trajectory Analysis (and Prediction): Navigating in urban environments requires the
incorporation of the (predicted) future states of dynanbistacles in the planning prob-
lem. Prediction involves two estimation processes: ptedj¢he behavior of the dy-
namic obstacle, and predicting the future states of themjmabstacle. This informa-
tion can be compared to the robot's planned trajectory teadtiture collisions. The
generation and use of prediction information will be présdrelsewhere.

An important part of the navigation problem was contingemanagement and in-
ternal fault handling. The hierarchical planning architee lined up well with the conti-
gency management philosophy that was adopted. The Cah8oitevare Architecture
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Fig. 3. Example problem: the travel lane of the robot is blocked.ngghe failure of the path
planner, the logic planner infers that the lane is blockedlrataxes the lane keeping constraint.
This allows the robot to execute a passing maneuver.

was adopted, where each module handled its internal faudt$ree failures propagated
from the lower-level modules. When the module could nothdgtecgoal, it would fail
to the level above, which would adjust the goal. A complinaeptdetailed discussion
of contigency management has been presented in [6].

3 Situational Reasoning with the Logic Planner

Situational reasoning is necessary to impose both thectrafis, and the correct behav-
ior when rules need to be relaxed. For the highway driving ch® environment is very
structured, and the behavior of the other dynamic agentsritght be encountered by
the vehicle is relatively constrained, yet the complexityhe reasoning modules was
a problem. One reason for this complexity is because theskile® attempt to reason
about all components of the environment abstractly. Fomgte, the reasoning module
would need to obtain a list of obstacles in the robot’s vigirand reason about their
position (e.g., in lane) in the environment, the contexy.(estatic obstacle blocking
the lane) and how that may affect the robot (e.g., need togehlames). Alternatively,
much information is obtainable from the path and velocigmnplers, and could be used
to guide the decision process. For example, when the pating@tacould not find a
collision-free path, an obstacle must be blocking the I8igs information could be
returned to the reasoning module via a status message, 3i,ueed in the decision
making. Decision making was avoided while things were ragisimoothly. For further
simplicity, the reasoning module was reduced to a finiteestachine (FSM).

Example: To understand the reasoning approach, it is useful to loak @&xample
(see figures 2 and 3). Consider the case of the robot driving dotwo-lane, two-way
road segment.

Cyclek-1: From the previous planning cycle, no problem was detectethigycom-
ponent of the tactical planner. Imagine now that a statidaus is detected in the
robot’s driving lane.

Cycle k: The path planner cannot find a collision-free path that staytke lane
and reaches the goal location. The planner reports thesstadd = COLLPATH,
and encodes the position of the obstacle in the path steidtuiom SM, the velocity
planner observes the obstacle and plans to bring the vehialstop.

Cycle k+1: The logic planner evaluates SM, and observes that the pathios a
collision with a static obstacle. Given the current coristre stay in the lane, the goal
cannot be reached and the lane must be blocked. The appgedpetzavior for the robot
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Fig. 4. The logic planner finite state machine for driving in a roagioa.

would be to drive up to the obstacle and come to a complete Bloyw jump i cycles
ahead, to where the robot is stopped.

Cyclek+i+1: Once the robot is stopped, the reasoning module relaxestistraint
to stay in the lane. The path planner searches the adjaceniN@ collision is reported
for this new planning problem and the robot is allowed to pass

Logic Planner: The logic planner was implemented as a finite state machore. F
the road navigation, the machine consisted of 10 stateselgbyg ([M,F,C]). The states
constisted of a mode (M), a flag (F), and an obstacle cleanmtgrement (C). The
state machine is illustrated in figure 4. During urban natigg the robot must interact
with static and dynamic obstacles. For planning, the staltistacles required an ad-
justment of the spatial plan, where as dynamic obstacleinedjan adjustment of the
robot’s velocity. Separating the spatial and velocity piag and encoding the dynamic
obstacle information on the path, the velocity planner aleould account for the nom-
inal interaction with the dynamic obstacle (such as caofuihg), and the logic did not
explicitly have to deal with this problem.

The modes included driving (DR) and stopping for obstac&RX). The flags in-
cluded no-passing (NP), passing without reversing (P) pasding with reversing (PR).
The obstacle clearance-modes included the nominal, oy seifde (S), an aggressive
mode (A), and a very aggressive, or bare, mode (B). The stathime can be divided
into trying to handle the obstacle while maintaining the imahclearance ([-,S]), and
being more aggressive. The second option was only invokeshie first failed, and
safe operation was guarenteed by limiting the robot spetitese aggressive modes.

The nominal state for road driving, [DR,NP,S], was to allow passing, no re-
versing, and the nominal obstacle clearance, termed safetie. With no obstacles
blocking the desired lane, the logic state remained unathriyhen a static obstacle
was detected, the path planner would: (i) find a path arouaelistacle while staying
in lane, (ii) change lanes to another legal lane (if avad@bor (iii) report a path with



a collision. For case (iii), the logic planner would know ttlaacollision free path was
not available from the status message (SM), and would switchobstacle handling
mode.

The correct behavior when dealing with a static obstacletwasive up to it, com-
ing to a controlled stop [STO,NP,S] (refer to figure 4). If aydime the obstacle dis-
appeared, the logic would switch back to the appropriatérdyimode. Once the robot
was at rest, the logic switched to driving mode, while allegvpassing into oncoming
lanes of traffic [DR,P,S]. If a collision free path was obtainthen the robot would
pass the obstacle and switch back to the nominal driving state the obstacle had
been cleared. If a collision free path did not exist, thenadgé& would again make sure
that the robot was stationary before continuing [STO,R8this point, either (i) the
robot was too close to the obstacle, (ii) there was a partisdkband by reducing the
obstacle clearances the robot might squeeze by, or (iiijathe was fully blocked. The
first case was considered by switching into a mode where badhipg and reversing
was allowed [DR,PR,S]. If a collision free path was found gassing maneuver was
performed. If a collision was detected and persisted, thetravould again be stopped
[STO,PR,S]. At this point, reducing the obstacle cleararaproceeding with caution
was considered.

Given the size of the robot (the second largest robot in tHE ZDUC), a major
concern was maneuvering in close proximity to static olbstado curb this problem,
it was desirable to reduce the required obstacle clearafess the robot switched
to aggressive mode, [STO,PR,A]. If a collision free path Weasd, the robot would
drive in this mode [DR,PR,A]. As soon as a path was found thasfsed the nominal
obstacle clearance, the logic switched back to [DR,PR{#jelrobot could not find a
collision free path while in aggressive mode, it would regltite obstacle clearances
even further by switching to bare mode [STO,PR,B]. If a pats\found, it would
drive in this mode [DR,PR,B] until a path was found that did require this mode.
The logic would then switch back to the aggressive mode [BRAR If no collision
free path could be found, even in bare mode, the conclusiarthe the road must be
blocked. At this point, the tactical planner could not coatplthe segment-level goal. In
accordance with the contigency management strategy, ¢tiestbplanner sent a failure
to the route planner, which replanned the route. If the relast on a one-way road, the
route-planner would allow the robot to enter off-road madea last resort.

Since reversing was allowed, it was possible for the robgetostuck in a cycle of
not finding a path [STO,PR,S], then backing up and finding h f@BR,PR,S], driving
forward and detecting a collision, backing up again, etariattempt to avoid this cycle
and others like it, some transitions were created to ex#gheops (from [DR,PR,S])
as part of contigency management.

4 Results and Discussion

The tactical planner, and logic planner, was implementediae, a modified Ford
E350 van (see figure 1). The robot was equipped with 24 CPUSATIAR units, 5
stereo camera pairs, 2 radar units, and an Applanix INS totaiaian estimate of its
global position.



Fig.5. RNDF and aerial image of Area B.

The NQE consisted of three test areas, which tested diffagrects of urban driv-
ing. The course of interest here is area B, for which the RNDErlayed with aerial
imagery, is given in figure 5. The course consisted of appnaiely 2 miles of urban
driving without live traffic and tested the robot’s ability trive on roads, in parking
areas, and in obstacle fields. The course was riddled witic sthstacles. The robots
started in the starting chutes, which were short lane setgriared with rails. The robot
would drive into an open area and proceed to a gate. The ghte & one-way road,
lined with rails, which in turn led to an intersection and twirse. The robots would
then proceed around a traffic circle and make its way to thieipgzone (southern oc-
tagonal region). Once through this parking lot, the robaisea through the ‘gauntlet’,
and made its way to the northern zone (obstacle field). Frarethit would make its
way back to the finish (next to the start area). The resultp@sented next, followed
by a discussion.

41 Runl

The logic states and velocity profile for run 1 are presemefibures 6 and 7, respec-
tively. Four events are indicated on these figures, and theggonding locations are
shown in figure 5. The robot had difficulty exiting the stagafevents A and B), but
made rapid progress before getting stuck in the parkinglerft C) and was manually
reset (event D). It still could not exit the parking area arasveventually recovered
from the parking area.

The robot was in the nominal driving state ([DR,NP,S]) on®/52% of the run (see
figure 6). Since the robot got stuck in the parking area (e@eartd onwards) and ended
up spending 34.3% of the run there, it is more useful to camsdite logic data up to
event C. The robot spend 44.3% of the run up to event C in thémamriving state,
which was still a low number. The logic switched out of the rioahstate 8 times to deal
with obstacles, of which 5 were in the start area. 42.8% omuhgup to the parking
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Fig. 7. Velocity profile during run 1 of NQE area B.

area) was spent dealing with obstacles - 30.2% in the norobsthcle clearance mode,
and 12.6% in the more aggressive modes. It also switchedfdntensection-handling
mode due to static obstacles 3 times and was in exceptiorihgmiode 0.65% of the
total run.

The robot spent the first 9 minutes in the start area, whereeted to travel
through a gate and an alley (event B). The logic correctliycdveid into the aggressive
modes since the alley was too narrow for the robot to passigfirevhile maintain-
ing the nominal obstacle clearance. Unfortunately, thdémentation of the switching
to intersection-handling mode was lacking, and the obstelelarance would get reset
causing the path-planner to fail again. This happened 3stiméhe start area, and the
robot was stationary much of the time in this area (see figuréhe robot swiched to
the aggressive modes, and eventually to a failure mode,itatee run (around 700 s)
due to a misallignment of the road and the RNDF. The robot ymksin the parking
area since it again could not maintain the necessary obstédrances and complete
the goal. In this case, even the most aggressive mode wasffioient.

The team realized that, in order to compete, it needed toshdjs strategy. It
was necessary to be more aggressive around static obsthatestill maintain op-
erational safety. It was decided to reduce the nominal olestdearance to the bare
value by default, thereby collapsing the logic for changdinig distance in the logic
planner. That meant removing the connections between [RSP>[STO,PR,A] and
[STO,PR,S}5[STO,PR,A] (see figure 4). A connection (shown with a dasheovd
was added from [STO,PR,S][FAIL]. For safety, the planner relied on the velocity
planner to slow the robot near obstacles.
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42 Run?2

The logic states for the second attempt are shown in figuréh8.rébot was able to
complete the run in a little over 23 minutes. It effortlesekited the start area (event
A), and drove up to and through the parking area (event B).tNexavigated the
‘gauntlet’ (event C) successfully, before driving throutle obstacle field (event D),
and on to the finish area.

The robot spent 61.6% of the run in the nominal driving mode,@ealt with obsta-
cles for 11.6% of the time. The robot switched out of the nahiltiving mode 4 times
to deal with obstacles. It also spent 16.5% of the time irrg&etion handling mode (14
intersections), and spent 7.93% of the run performing thkipg maneuver. The robot
spent 1.73% of the run navigating the obstacle field, and bagkoeptions.

The time spent in obstacle mode was still worrisome. Durirggrtavigation of the
‘gauntlet’, the obstacles were so close together (longialty) that the function esti-
mating the completion of the passing maneuver was insufficiehus, the robot re-
mained in passing mode during most of this section.

4.3 Discussion

The notion of using the path planner capabilities to assighé decision making pro-
cess worked very well, even though the implementation wapexdect. The significant
improvement in performance from run 1 to run 2 was due to tfext¥e reduction in
size of the robot. Some implementation shortcoming have lmeentioned, and are
summarized here. It is important to note that these shoitogsrare often artifacts of
other parts of the system. The logic for switching to intetis® handling was fragile
since the obstacle clearance mode was reset. Also, estgweliether a passing maneu-
ver was complete was not robust. This was complicated byateglanning approach
used. One shortcoming of the approach was not explicitlp@atng for uncertainty in
the decision process. It had been intended to extend thettmgiccount for this, but due
to the time constraints it was not possible. However, bygifiie planner components
to assist in the decision making, this shortcoming was lgngétigated.

5 Conclusionsand Future Work

An approach to situational reasoning for driving on roadgvan terrain was described.
In an attempt to manage the complexity of the reasoning nepdtulowledge from the



path planner was used and the reasoning module was impledas finite state ma-
chine. This module was only invoked when the planner faitefind a solution while
satisfying all the constraints imposed by the traffic rulBise reasoning module was
implemented as part of a complete (and complex) autonomgaters, developed for
urban navigation. The performance of the module was digclisased on the results of
the two runs in area B during the DUC NQE. The module imposedthmrect behavior
on the robot in most cases. The failures were a result of théeimentation and the size
of the robot. Uncertainty was handled implicitly througle thse of the planner compo-
nents to assist in the decision making. Future work includésnding this approach to
explicitly account for uncertainty during the decision pees.
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