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Abstract. Phrase-Based Models constitute nowadays the core of the state of the
art in the statistical pattern recognition approach to machine translation. Being
able to introduce context information into the translation model, they usually
produce translations whose quality is often difficult to improve. However, these
models have usually an important drawback: the translation speed they are able
to deliver is mostly not sufficient for real-time tasks, and translating a single sen-
tence can sometimes take some minutes. In this paper, we describe a novel tech-
nique for reducing significantly the size of the translation table, by performing a
Viterbi-style selection of the phrases that constitute the final phrase-table. Even
in cases where the pruned phrase table contains only 6% of the segments of the
original one, translation quality is not worsened. Furthermore, translation quality
remains the same in the worst case, achieving an increase of 0.3 BLEU in the best
case.

1 Introduction

The grounds of modern Statistical Machine Translation (SMT), a pattern recognition
approach to Machine Translation, were established in [1], where the problem of ma-
chine translation was defined as following: given a sentarfcem a certain source lan-
guage, an adequate sentegcthat maximises the posterior probability is to be found.
Such a statement can be specified with the following formula:

y = argmaxPr(y|x) Q)
y
Applying the Bayes theorem on this definition, one can easily reach the next formula

. Pr(y) - Pr(x|y)
y = argymax—Pr ®

and, since we are maximising oueithe denominator can be neglected, arriving to

()

y = argmaxPr(y) - Pr(x|y) (3)

where Pr(y|x) has been decomposed into two different probabilities:stiaistical
language modedf the target languaglr(y) andthe (inverse) translation modélr(x|y).

Sanchis-Trilles G. and Casacuberta F. (2008).

Increasing Translation Speed in Phrase-based Models via Suboptimal Segmentation.

In Proceedings of the 8th International Workshop on Pattern Recognition in Information Systems, pages 135-143
Copyright © SciTePress



Although it might seem odd to model the probability of the m@usentence given
the target sentence, this decomposition has a very inguitterpretation: the translation
modelPr(x|y) will capture the word or phrase relations between both iapdtoutput
language, whereas the language mdaely) will ensure that the output sentence is a
well-formed sentence belonging to the target language.

In the last years, SMT systems have evolved to become thengrstte of the art,
specially since the up-rise of Phrase Based (PB) modetsduating information about
context, PB models have widely outperformed word based e¢@e3]. However, an
important drawback of the systems which implement the fommadels is the enormous
size the phase tables need, which has as consequence thedqugbments such models
need, in terms of space but also time. In this paper, we peopasvel technique for
reducing the amount of segment pairs needed for translatgigen test set.

Related work was performed by [4]. In this work, the authaespnt a method for
reducing the phrase table by performing significance tgs@ur work, however, does
not perform a statistical analysis of the phrases in thegghtable, but instead uses
the concept of optimal segmentation of each sentence paddiace significantly the
amount of segments to be included in the final phrase tabéldition, we also perform
a speed analysis of the different systems built, both befodeafter the reduction.

The rest of the paper is structured as follows: In Section villdriefly review the
main ideas of Phrase Based models. In Section 3 we proposdgiigthm which has
been used for pruning the phrase table. Section 4 preserggpreriments we performed
showing that BLEU and WER scores are not affected by the pgurih Section 5 we
analyse the results and give some insight on why this prurandoe performed. Lastly,
we conclude on Section 6.

2 Phrase-based M odels

Phrase based (PB) [5-8] models have succeeded to achi@anmrance in the state
of the art in SMT. One would only need to take a look at the mesént international
competitions [2, 3] to realise that PB models have succetmladhieve predominance
in the state of the art in SMT. Under this framewapkrasedi.e. word sequences) are
extracted automatically from a word-aligned bilingualmas. Because of their nature,
PB models make use of context information, which has led tteeautperform single-
word SMT models.

Common assumptions under PB models are that only sequehe@nitiguous
words are considered, that the number of source phrase doresd) is equal to the
number of target segments, and that a given source segnaigfried with exactly one
target segment. Hence, when learning a PB model, the puiptseompute phrase
translation table where each input phrase is assigned to one or more outpasgsr
with a given probability.

In the last years, a wide variety of techniques to produce RPBeals have been
researched and implemented [9]. Firstly, a direct learmitpe probabilities of each
segment was proposed [5, 6]. At the same time, heuristiceXtracting all possible
segmentations coherent with a word-aligned corpus [7],revitliee alignments were
learnt by means of the GIZA++ toolkit [10], were also propbs®ther approaches



have been suggested, exploring more linguistically mtgthdechniques [11, 12]. In
this paper, we report experiments using the heuristic, ¢jvalignment-based phrase
extraction algorithm.

However, these models have an important drawback, which brutackled with
whenever being applied to real time tasks: PB models tendddyge huge phrase
tables, which entail slow translation speeds. In this papepropose a Viterbi style re-
duction of the phrase table, as it is done in the Viterbi avegtion of Hidden Markov
Models, achieving size reductions of over 90% and multigytranslation speed, mea-
sured as words per second, by almost a factor of 10.

3 Phrase Table Reduction via Suboptimal Bilingual Segmentation

The problem of segmenting a bilingual sentence pair in suohrner, that the resulting
segmentation is the one that contains, without overlap st phrases that can be
extracted from that pair is a difficult problem. In the firsapé, because all possible
segmentations must be considered, and this number is a satabal number. In the
second place, because a measuréoptimality” must be established. Consider the
following example:

Source:The table isred .
Target: La mesa es roja .

At the sight of this example, one would probably state f{athe table , La mesa
{isred, es rojg, {. , .}} is a good segmentation for this bilingual pair. However, why
is such a segmentation better thgfThe , Lg,{table is , mesa gs{red . , roja }}?
As humans, we could argue with more or less convincing lisiiterms in favour of
the first option, but that does not necessarily mean thatawselgmentation is the most
appropriate one for SMT, and, moreover, one could easihkthf severalinguistically
appropriatesegmentations of this small example. To overcome this probPB SMT
systems are forced to extract a large number of possibléapEng segmentations, and
hope that one of them will be useful. Obviously, such an aggjve approach is bound
to be computationally costly, and decoding time greatlyesafbecause of this issue.

When considering all possible segmentations of a bilingeakence pair and as-
suming a “bag of words” model for the target sentence, théaghdity Pr(x|y) in
Equation 3 can be modelled as:

K
HCHIEDBHIPIY | TRy 4)
K p v k=1

whereK is the number of bilingual segments into which each bilingaar is divided,
w is the set of possible segmentations of the source senteacdy the set of possible
segmentations of the target sentegcdn this formula we have assumed monotonic
translation, in which no word (or segment) reordering isf@aned for the sake of
simplicity.

Our approach for solving the problem of the overwhelming amaf possible seg-
mentations, and the consequent increase of the phraseitabésed on the concept of



Viterbi re-estimation [13]. Following this idea, we can apgmateP(x|y) by chang-
ing the summations by maximisations:
R K
P(x|y) = P(xly) = maxmaxmax [ [ (e} 1lyfi 1) 5)
k=1

Given that the phrase table establishes the probabilityndhput segment given
a certain output segment, we can use the scores within thes@hable to compute
P(x|y), and then build a phrase table by only taking into accourddgrsgments used
to compute the optimal segmentation of each bilingual sex@én the training corpus.

However, computing5(x|y) according to a given phrase table is not an easy task: if
we establish a certain maximum length for the segments ceatén the phrase table,
it is common that, due to non-monotonic alignments, cemairds of a sentence will
not be contained in the segments extracted. Observing aflilple segments without
constraining the maximum length is not a solution eithegsithe number of entries in
the phrase table would grow too much. This implies that thag@htable has coverage
problems even on the training set.

However, our intention is to discard unnecessary segmeérg pantained in the
phrase table. To this purposesaboptimabilingual segmentation, in which weans-
late the source sentence, may be enough. We are aware, nevssthbk translating
the input sentence will not necessarily produce the ougntiesice in the training pair,
but our experiments show that this might be good enough toepthe phrase table
without a significant loss in translation quality.

4 Experiments

We conducted our experiments on the Europarl corpus [14h thie partition estab-
lished in the Workshop on Statistical Machine Translatibthe NAACL 2006 [15].

The Europarl corpus [14] is built from the proceedings of ueopean Parliament,
which are published on the web, and was acquired in 11 difféamguages. However,
in this work we will only focus on the German-English, Sparisnglish and French—
English tasks, since these were the language pairs sefectdxd cited workshop. The
corpus is divided into four separate sets: one for trainimg, for development, one for
test and another test set which was the one used in the warkshibe final evaluation.
This test set will be referred to as “Test”, whereas the tespsovided for evaluation
purposes outside the final evaluation will be referred toRevtest”. It must be noted
that the Test set included a surprise out-of-domain sulset,hence the translation
quality on this set will be significantly lower. The charactécs of the corpus can be
seen in Table 1. It might seem surprising that the averagesealength in the training
set is significantly lower than in the rest of the subsetssTéidue to the fact that,
for the competition, the training corpus pruned to contaily dhose sentences with a
maximum length of 40, whereas this restriction was not inepasn the other subsets.
The translation systems were tuned using the developmentitethe MERT [16]
optimisation procedure, where the measure to be optimisestBAEU [17].

We performed experiments on both test sets, yielding simdaults for both of
them. Because of this, and in order not to provide an ovenmwimgl amount of results,



Table 1. Characteristics of the Europarl corpus.

German EnglisfSpanish EnglistFrench English
Sentences 751088 730740 688031
Training Running words | 15.3M 16.1M| 15.7M 15.2M|15.6M 13.8M
Average length | 20.3 21.4| 215 20.8| 227 20.1
Vocabulary size |195291 65889102886 64123 80349 61627
Sentences 2000 2000 2000
DevelopmemRunning words | 55147 58655 60628 58655 67295 58655
Average length | 27.6 29.3| 30.3 29.3| 336 29.3
Out of vocabulary 432 125 | 208 127 | 144 138
Sentences 2000 2000( 2000 2000 2000
Devtest Running words | 54260 57951 60332 57951 66200 57951
Average length | 27.1 29.0| 30.2 29.0| 33.1 293
Out of vocabulary 377 127 | 207 125 | 139 133
Sentences 3064 3064 3064
Test Running words | 82477 85232 91730 85232100952 85237
Average length | 26,9 27.8| 299 27.8| 329 27.8
Out of vocabulary 1020 488 | 470 502 | 536 519

we only report the results obtained with the Test set, bdirgresult more interesting
because of the out-of-domain data it contains.

4.1 Suboptimal Segmentation Filtering

As a baseline system, we used the same system as the one ukedniorkshop. To
filter the phrase table as described in the previous seatentranslated the whole
training subcorpus using the baseline model, and kept dwlyet entries of the phrase
table which were used while doing this. Since the baselistesy uses lexicalised re-
ordering [18], we also filtered the reordering table acangdo the segments used. The
result of this setup can be seen in Table 2.

In this table, the sizes are given in number of entries in theage table and the
speed is given in words per secotffisizeis the size of the phrase table after filtering
out all segments which will not be needed for translatingdineent test set, which is
usual when dealing with big phrase tables. In this contéxtist be noted that the
translation speed detailed in Table 2 was measured in asoaken translating using
the filtered phrase table, since loading the complete phiadde into memory without
any filtering is unfeasible with the baseline model. Moraptlee speed does not take
into account the time the system needs to load the model fikesphrase table and
lexicalised reordering table), which is reduced in a factoren due to the difference
in model size.S, is thespeedupwhich is given by the formul®, = 7;,/T,., where
T, is the time taken by the baseline system &nds the time taken by the filtered
system. The values appearing as “size red.” in the tablesept thdsizereduction in
percentage with respect to the origiffisize Hence, this column displays the effective
reduction of data loaded into the decoder when translating.

Translation quality, as measured with BLEU [17] is not afféetby the reduction of
the size of the phrase table we proposing. Moreover, we aathsé, in the worst case,



Table 2. Performance comparison between the baseline system andsuhoptimal-
segmentation-reduced approach. Lexicalised reordesiogrisideredSpeeds measured in num-
ber of translated source words per second, faimbis the size of the phrase table when filtered
for the test set.

baseline reduced
pair |WER BLEU size fsize speedER BLEU size fsize spegsize red.S,
Es-En 57.8 30.6 19M 1.6M 367.5 30.9 1.9M 0.15M 13]|191% 2.5
En—Eg57.5 30.3 19M 1.8M /57.4 30.6 1.7M 0.16M 11{392% 2.
De-En68.1 23.7 12M 1.1M 668.2 239 1.8M 0.18M 11/484% 1.7
En-Dg 72.5 16.4 13M 1.7M B872.4 165 1.9M 0.23M 9/086% 2.1
Fr—-En| 60.2 28.3 15M 1.6M 660.1 28.3 1.5M 0.12M 17{792% 3.2
En—Fr| 60.5 30.5 16M 1.7M 560.1 30.9 1.6M 0.15M 9/591% 2.1

robkho g

we get exactly the same score than with the baseline systehin éhe best case we are
improving BLEU by 0.35 points. As measured with WER, whichisadaptation of the
edit distance used in Speech Recognition, the translatiality is slightly worsened in
some cases (with a maximum of 0.1 points), and in some cageewed. The behaviour
difference between BLEU and WER can be explained becaudseaheasure being
optimised in MERT, which was BLEU.

Although the differences named in the previous paragrapmat significant, it is
important to stress that we are improving translation sygeaifactor of 3.2 in the best
case and 1.7 in the worst case, without a significant lossaobtation quality even in
cases where out-of-domain sentences were translated.

4.2 Increasing Trandation Speed Further

Although the speeds achieved in the previous subsectioali@a@dy competitive, they
may not be enough for real time applications: translatingaegrage sentence of 25
words may take more than two seconds, and this might not begérfor the user who
is waiting for the translation.

A common resource for increasing translation speed is tsidenonly monotonic
translation. Under this decoding strategy, a given biladggegment must occupy the
same position in both input and output sentences. For exaniphe source part of a
certain bilingual segment is placed at the start of the soseatence, it cannot be placed
at the end of the target sentence (or anywhere else but atattte Although it is true
that some translation quality is lost by doing so, the défere is relatively small the
language pairs considered in our work. Our phrase tablecteautechnique can also
be applied to monotonic translation. The results for thisige@re shown in Table 3,
yielding, again, no significant worsening (or improvemaesftthe translation scores,
but achieving speedups ranging from 3.2 to 9.5, dependinglynan the language pair
chosen and when compared to the non-reduced monotonitsearc

In this case, it must be emphasised thatfdieeof the baseline is the same as in
the case of the lexicalised reordering search, since threeeag has no effect on the
number of phrases extracted. This is not so, however, witBoptimal segmentation,
since the monotonicity constraint is also imposed whenioioigthe segments that will



Table 3. Performance comparison between the baseline system andsuhoptimal-
segmentation-reduced approach. Monotonic search isdenesi. Speeds measured in number
of translated source words per second, tizkis the size of the phrase table when filtered for
the test set.

baseline reduced
pair |WER BLEU fsize spee®ER BLEU fsize speedS,
Es-En 58.8 29.6 1.6M 17.658.4 29.7 0.13M 91/5.2
En—-Eg58.5 29.2 1.8M 19[158.6 29.2 0.08M 125)6.5
De-En68.9 22.6 1.1M 20.69.0 22.5 0.14M 107)6.2
En-Dg 73.1 16.0 1.7M 2372.6 16.2 0.20M 80,3.4
Fr—-En| 60.3 27.6 1.6M 15.860.9 27.4 0.11M 147)0.3
En—Fr|61.7 29.4 1.7M 19,0615 29.4 0.16M 74[3.9

Table 4. Performance as measured by BLEU and WER for the re-norndadiggtem. Both mono-
tonic and non-monotonic search are considered.

baseline re-normalised
monotonic| reordering| monotonic| reordering
pair |WER BLEUWER BLEUWER BLEU|WER BLEU
Es-En 58.8 29.6/57.8 30.6/59.0 29.1|57.8 30.5
En—-E958.5 29.2|57.5 30.3/58.8 29.0/57.6 30.4
De-En68.9 22.6/68.1 23.7(69.1 22.5|68.3 23.8
En-Dg 73.1 16.0|72.5 16.4{72.7 16.3|72.7 16.4
Fr-En| 60.3 27.6/60.2 28.3|61.0 27.2|60.2 28.1
En—Fr|61.7 29.4/60.5 30.5|/61.8 29.3|60.4 30.9

be part of the final phrase table, which implies that fewet grter) segments will be
kept.

5 Analysisand Side Notes

A guestion which could be asked at this point is whether weta#y obtain the same
translation quality by just taking into account the submyati segmentation, or rather
what we are doing is simply a filtering, but we actually woukkd the probabilities
contained within the complete phrase table. In order tafgltris, we re-normalised the
phrase table, assigning to each segment the score obtajredytaking into account
those phrase pairs contained within the reduced phrase tabilable 4 we can see the
results of performing such a renormalisation.

As can be seen in the table, the performance is not signifjcaffected by the
renormalisation. In our opinion, this clearly reveals tbamputing the phrase transla-
tion probabilities by only taking into account the segmersisd to translate the training
set obtains a similar result than taking into account alkfimde segmentations that are
consistent with the word alignments, as is common in redal4f systems. A possible
interpretation is that those segments which were seleotsthy in the final, filtered
table are those which account for the biggest part of theglitiby mass.



Table 5. BLEU and WER scores for the Training set, with both monotarid non-monotonic
search.

monotonic | reordering
WER BLEU|WER BLEU
Es-En 44.9 48.2|43.2 50.6
En-Es|47.1 46.3/44.8 494
De-En 53.9 41.6|51.8 43.6
En-Deg 55.6 37.9|55.6 37.9
Fr-En|46.7 45.9/46.9 46.0
En-Fr{51.5 44.4|/46.4 49.8

pair

Lastly, and since we already had translated the trainingrsefound interesting to
compute the BLEU and WER scores over the training data. Témmes, which can be
seenin Table 5, constitute an upper bound of the score thid be achieved in the test
set. However, these results are not as good as could be edpettich hints towards a
relatively weak (but even though state-of-the-art) perfance of the translation models
and (or) decoding algorithm.

6 Conclusionsand Future Work

In this work we have presented a straight-forward methodédducing the size of the
phrase table by a factor of ten, and increasing translapieed up to nine times. By
doing so, the translation quality as measured by WER and Btdghhins unaffected,
for both in-domain and out-of-domain data. Given that tlatisn speed is a serious
issue in systems implementing phrase-based models, theagbppresented in this
paper provides an efficient solution for the problem.

As future work, we are planning on researching ways to oliteroptimal segmen-
tation of the sentences in the training corpus, without gahrough the drawback of
having to translate the corpus. This includes both segmgtite sentences according
to a phrase table, and without having the phrase table astimgtpoint.
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