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Abstract: Machine learning is a very important in computer science field which has gained attention in numerous 
applications. This paper reviewed various machine learning methods including supervised and unsupervised 
learning and highlighted their applications, advantages and disadvantages in landslide susceptibility 
mapping. The review has also mentioned the challenges of machine learning algorithms for achieving 
higher performance accuracy from the supervised and unsupervised learning algorithms during landslide 
susceptibility. Moreover, highlights on the application of deep learning methods as the current research in 
landslide susceptibility mapping has also been reported. Finally, this paper argued the necessity of thorough 
preparation of relevant and enough data being significant important to obtain high performance results from 
the review methods. 

1 INTRODUCTION 

Landslides (Cruden, 1991) involve the downward 
movement of various earth materials such as soil, 
mass or rocks, debris, and others, as a result of 
gravity. Population growth, settlement and economic 
development, as well as climatic changes are learnt 
to be the major triggers of landslides. These 
landslides have brought up highly variable impacts 
on both physical as well as human environment. It 
has been recorded that not less than 3.5 million 
kilometers square of the total land area in the world 
have been affected and are still susceptible to 
landslides (Dilley et al., 2005). Also, according to 
World Health Organization (WHO), between 1998 
and 2017 approximately 4.8 million people were 
affected by landslides which also lead to more than 
18,000 deaths. It is named among the very 
dangerous and disturbing disasters in the world. 
Thus, investigating and identifying areas susceptible 
to landslides for taking control as well as preventing 
measures is very important. One of the common 
measure is landslide susceptibility mapping (LSM, 
conducted on different landslide influencing factors 
such as geological, geomorphological and 
hydrological factors) using various methods such as 

Machine Learning (ML) which has gained much 
attention among researchers from different places in 
the world (Wang et al., 2020; Hu et al., 2020; Mao et 
al., 2021a; Mao et al., 2021b).  
In the following sections, the machine learning 
methods are described as well as their applications 
in LSM are briefly highlighted.  

2 REVIEW OF MACHINE 
LEARNING AND ITS 
APPLICATION IN LSM 

2.1 Machine Learning (ML) 

ML (Mitchell Tom, 1997) involves computer 
algorithms which improves through experience and 
by the use of data. ML algorithms construct models 
by learning from data and self-improve. These 
algorithms are applied in different applications 
including computer vision, medicine, speech 
recognition, and disaster prediction. ML is divided 
into four types: supervised learning, semi supervised 
learning, unsupervised learning and reinforcement 
learning. In LSM, the supervised and unsupervised 
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learning are commonly used (Buhmann, 1992; 
Boussemart et al., 2011). 

2.1.1 Supervised Learning (SL) 

In SL (Sathya and Annammna, 2013), methods such 
as classification, regression and prediction are 
trained using labeled examples, such as an input 
where the desired output (labels) is known. For 
example, having dataset labeled either landslide or 
non-landslide. The algorithm receives a set of inputs 
samples along with the corresponding label; the 
algorithm learns by comparing the actual output with 
the corresponding label to find errors and then 
adjusts the model accordingly. When there is an 
additional unlabeled data, the SL methods use 
patterns to predict the values of the label. Thus, in 
LSM, SL is applied in predicting future landslide 
events. Some SL algorithms that have commonly 
applied in LSM in recent years include support 
vector machine (SVM, Yu and Lu, 2018; Anik and 
Suli, 2020), logistic regression (Feby et al., 2020; 
Paul and Alejandra, 2021), classification and 
regression trees (Chen et al., 2017; Sun et al., 2021), 
decision trees (Mao et al., 2017; Kavzoglu et al., 
2019; Guo et al., 2021) random forest (Chen et al., 
2017; Sun et al., 2021), weight of evidence (Anik 
and Suli, 2020) and artificial neural network 
(Bragagnolo et al., 2020; Lucchese et al., 2021). 

2.1.2 Unsupervised Learning (USL) 

USL (Hinton and Sejnowski, 1999) such as 
clustering algorithms are used on data that has no 
labels, so the algorithm must determine where the 
data belong to with the aim of exploring the data and 
find its patterns. Up to date, there are very few USL 
algorithms that have been proposed in LSM, 
including k-means (Wang et al., 2017, Guo et al., 
2021), Fuzzy C-means (FCM) and K-means particle 
swam optimization (KPSO, Wan Shiuan 2013; Wan 
Shiuan 2015), k-means and Hiearchical clustering 
(Pokharel et al., 2020), CA-AQD (Hu et al., 2020), 
AHC-OLID (Mao et al., 2021a), and OA-HD (Mao 
et al., 2021b). From the analysis of the current 
proposed USL methods in LSM, are hybrid methods, 
which are the modification of the traditional USL 
methods, while the traditional USL methods have 
not been explored in length as compared to the SL 
methods. 

2.2 Discussion 

In this paper, the study was conducted on the 
application of ML methods in landslide 

susceptibility mapping, on the basis of the 
developments that have been proposed and reported 
by researchers. The major application of ML 
methods in LSM can be observed in the area of SL 
algorithms as most of the studies published in 
various journals are based on SL. This is due to the 
advantages possessed by the SL methods, including: 
SL allows researchers to collect of produced data 
based on experience; this experience enhances 
performance criteria optimization; and SL gives an 
exact idea about the classes in the data such as 
landslide and non-landslide classes. Thus, these 
advantages make it easy to implement the SL 
methods in LSM. However, their applications are 
limited in various ways: inability to discover deep or 
unknown patterns in the data, thus, the results may 
not always be accurate; the accuracy of the methods 
depends on the available data, they require a lot of 
samples from the labels or classes for training to 
obtain high accuracy, whereby, in real situations, it 
is not easy to obtain landslide data especially when 
dealing with large study areas; also, the involved 
training process consumes a lot of computation time 
especially with large datasets from large study areas. 

On the other side, the current proposed USL 
methods in LSM, have shown some advantages over 
the SL methods including: with USL, the methods 
learn and discover the features or patterns present in 
the data, then finds the similarities and 
dissimilarities in the data which make it easy to 
group them into different groups (classes) in absence 
of the data labels; discovering of features in the data 
make it easy to process the data even when other 
unlabeled data are added; also, this process does not 
consume a lot of computation time. Despite of their 
advantages they also have disadvantages, such as the 
in some situations, their results may not be very 
accurate as there is no training of data during the 
process in some cases, human intervention might be 
needed to validate the results; in LSM projects with 
real data, the USL involves feeding of data to the 
algorithm continuously which may result in 
inaccurate results as well as time consuming; also, 
when there are a lot of features in the data the 
process becomes complex. 

However, from the above analysis on both cases, 
the performance of these methods depend on the 
available data. Thus, thorough and careful 
preparation of the data is a very significant stage in 
LSM while using these methods. Also, it has been 
observed that in both cases of ML methods, their 
ability to learn deep features from the data is very 
shallow, as they have one hidden layer or none. 
Thus, their performance results may not be very 
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accurate when a data with deep and complex 
features is involved. 

Furthermore, the LSM literature shows that 
currently, the research is directing to proposing LSM 
models based on deep learning methods 
(Goodfellow et al., 2016) which tend to have better 
features as compared to the former SL and USL 
proposed methods (Nhu et al., 2020). This is because 
the DL methods possess hidden layers or deep 
structures which facilitate the learning of deep and 
complex features in the data, thus the name Deep 
Learning. They also make it easy to process big 
datasets from larger study areas. So far, there are 
very studies that have been proposed and have so far 
shown better performance results compared to the 
prevailing methods. Some of the LSM deep learning 
models that have been proposed so far includes: 
deep neural networks (DNN, Kanu et al., 2021; 
Dong et al., 2020; Bui et al., 2020; Nhu et al., 2020; 
Dou et al., 2020); convolutional neural networks 
(Bui et al., 2020; Dou et al., 2020; Nhu et al., 2020; 
Yi et al., 2020; Fang et al., 2020; Ngo et al., 2021; 
Bragagnolo et al., 2021). And so far, these methods 
have shown promising performance results in their 
implementations. However, they also have some 
limitations, such as the fact that the DL models 
requires a lot of samples to train the models, and in 
cases where it is not easy to obtain many samples, 
the DL performance becomes limited. 

3 CONCLUSIONS 

This study was reviews the application of machine 
learning methods, the supervised and unsupervised 
learning, in landslide susceptibility mapping. The 
two types have been briefly discussed, they 
advantages and disadvantages have also been 
provided. At last, we also looked at the deep 
learning method which as per the literature review it 
has shown to perform better than the machine 
learning methods. This learning methodology has 
great significance. Although it have not been 
explored much as compared to machine learning, it 
can be very helpful in research. It has also been 
observed that, the performance of all the reviewed 
methods depends on the data. Therefore, the 
selection and preparation of relevant and enough 
data is crucial for the methods to work efficiently, 
especially with the deep learning.  Moreover, this 
paper should also contribute to the collection of 
various machine learning application in LSM for 
easy reference. 
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