
ImpressionNet: A Multi-view Approach to Predict Socio-facial
Impressions

Rohan Kumar Gupta and Dakshina Ranjan Kisku
Department of Computer Science and Engineering, National Institute of Technology Durgapur, West Bengal, India

Keywords: Perception Analysis, Multi-view Learning, Biometrics.

Abstract: The visual facial features do reveal a lot about an individual and can be used to analyse several important
social attributes. Existing works have shown that it is possible to learn these attributes through computational
models and classify or score subject-faces accordingly. However, we find that there exists local variance in
perception. There could be different perspectives of the face which the conventional methods fail to efficiently
capture. We also note that Deeper neural networks usually require enough training data and add little to
no improvement upon existing ones. In this work, we take social attribute prediction a notch higher and
propose a novel multi-view regression approach to incorporate multiple views of face inspired by multi-modal
learning. Experimental results show that the proposed approach can achieve superior feature generalisation
and diversification on existing datasets using multiple views to improve the coefficient of determination scores
and outperforms the state-of-the-art social attribute prediction method. We further propose a method that
enables real-time video analysis of multiple subject faces which can have several applications.

1 INTRODUCTION

Social attributes like trustworthiness and dominance
have always played a significant role in order to un-
derstand how humans perceive one another. Human
facial expressions and certain cues do have a lot to do
with our assessment and perception of these traits. In-
dependent psychological studies have suggested that
we give large importance to traits like trustworthiness
when making judgement in social interactions (Frith,
2009). Several attempts have been made in the past in
order to computationally analyse and describe these
traits.

Keating et al. (Keating et al., 1981) were among
the first to analyse how the positions of eyebrows and
mouth affect our perceived dominance and happiness
in a cultural context. They also noted that the effect of
certain gestures such as lowered-brow was restricted
to Western subjects indicating that there exists local
variance in perception.

Todorov et al. (A et al., 2013) were able to de-
velop computational models based on certain facial
features to describe such social attributes through vir-
tual avatars varying on different levels of standard de-
viation. Mel et al. (McCurrie et al., 2017) proposed
a CNN-based approach and showed that such traits
could be learned by a deep learning framework to as-

sign a score to the real faces based on the complex
features. They have also noted that deeper architec-
tures add no improvement on the existing data.

However, we find that faces are local and have sig-
nificant subject-dependent variations. There could be
different perspectives of the face which can be learned
and used for attribute score prediction which the con-
ventional methods fail to efficiently capture. One of
the methods to effectively capture multiple perspec-
tives is to use multi-view learning (Xu et al., 2013).
The idea is to maximize the mutual agreement on two
distinct views of data and combine the results to im-
prove the learning performance and generalization.

We also observe that continuous distributions are
a better representation of these attributes rather than
discrete values and can also be used for comparative
analysis.

In this work, we carry forward this idea and pro-
pose a new multi-view based regression approach in
order to better generalize and combine the results of
different perspectives inspired by multi-modal learn-
ing. The idea is to generate conditionally independent
features by training two different deep neural net-
work streams which represent the different perspec-
tives. To ensure that the two streams generate condi-
tionally independent facial representations, we utilise
a multi-view loss function. The two features are then
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Figure 1: Diversity in faces across the different regions (AFLW Dataset).

finally used to jointly predict the specific social at-
tribute score on a scale ranging from zero to one.

Most of the multi-view based methods have been
used in the past for co-training related tasks in at-
tempts to enhance the feature discrimination in a
semi-supervised manner (Niu et al., 2019). Unlike
the traditional co-training methods, we propose to use
multi-view learning in a supervised manner to accom-
modate different perspectives and enhance the gener-
alisation ability of our approach.

We also analyse our proposed approach on videos
and predict scores on subject faces frame-wise in real-
time to assess how the model performs in diverse sit-
uations by extending our architecture.

The contributions of this paper are as follows: i)
we propose a new multi-view regression method for
prediction of social attribute scores in order to analyse
and compare faces leveraging diverse annotated faces
from public domains. ii) we achieve superior perfor-
mance and significant improvements in results with-
out using more data indicating better generalisation of
facial features. iii) we utilize and modify the proposed
approach to enable detection of multiple subject faces
in videos and score them simultaneously for a given
attribute on a real-time basis.

2 RELATED WORK

Prediction using CNN-based Regression Frame-
work: Mel et al. (McCurrie et al., 2017) have shown
that social attributes such as trustworthiness and dom-
inance can be predicted as a score using a convolu-
tional neural network (CNN) based approach. They
have hypothesised that the continuous distributions
are a more realistic representation of social judge-
ments humans make. They used a MOON frame-
work trained on human faces from annotated AFLW

dataset and have achieved the coefficient of determi-
nation (R2) score of 0.38 (trustworthiness) and 0.46
(dominance) on a range of test faces. They have fur-
ther concluded that low-level features have a signif-
icant role in immediate judgements and the data can
be learned by a deep learning framework.
Attribute Classification by Comparison from AU
Avatars: There have been techniques that predict the
attribute metrics by comparing the facial features to
the lab-generated facial action unit (AU) avatars. In
(Safra et al., 2020), the authors have exploited a set of
caucasian face avatars developed by Todorov et al. (A
et al., 2013) to compare the facial features extracted
from paintings using OpenCV’s algorithm. They clas-
sified the faces into 7 different levels of trustworthi-
ness and dominance based on standard deviation in
Oosterhof and Todorov’s model ranging between -3
to +3 SD using the random forest classifier. Notably,
the work has only used caucasian faces for a region-
specific analysis and may lack diversity in the real
world.

In other related work, Liu et al. (Liu et al., 2015),
have used cascaded CNNs and trained support vector
machines to separate the processes of face localiza-
tion and attribute prediction for a similar task.

3 PROPOSED METHODOLOGY

As described in the introduction, we use multi-view
features obtained from the face images, to train our
proposed network for attribute score prediction. We
describe our model architecture below as well as the
proposed training routine details.
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Figure 2: Proposed network architecture. The feature extractors are followed by fully connected layers consisting of dense
layer whose weights are penalized by Lmv. The final layers have linear activation for regression task and their scores are
meaned.

3.1 Pre-processing

The first step in the proposed methodology is to pre-
process the images before training. For all face im-
ages used in the experiments, RetinaFace (Deng et al.,
2020) is utilized for detection and aligning the faces.
Face images are cropped to 224x224 pixels and con-
verted to grayscale in order to remove any possibility
of bias towards skin tone. The data augmentation per-
formed includes horizontal flipping, rotation, width
shift, height shift, shear and zoom.

3.2 Network Architecture

As discussed above, the proposed approach consists
of two EfficientNet-B0 (Tan and Le, 2019) network
streams pre-trained on ImageNet as feature extrac-
tors. The resultant feature vectors are then fed into
the respective fully-connected layers that finally out-
put the i-th view regression scores. Both the network
streams have similar architecture, called Impression-
Net henceforth, as shown in Figure 2. Note that the
weights of the two streams differ although the archi-
tecture is identical.

The ImpressionNet itself consists of two mod-
ules, the pre-trained backbone feature extractor and
the fully connected layers. There is a dense layer con-
sisting of 1024 neurons among the FC layers. We de-
note the weight parameter of this layer as Wi for the
i-th view.

We denote fi as the feature generated by the i-th
stream. Since the features are supposed to be con-
ditionally independent, a multi-view loss function is
utilised to orthogonalize the weights of the respective
dense layers to avoid collapsing of features into one
another. The multi-view loss function Lmv is defined
as:

Lmv =
1
2

W T
1 W2

|W1||W2|
This ensures that multi-view features are different

from each other while complimenting each other at
the same time. The two streams can be trained simul-
taneously to predict the respective regression scores
represented by ri. After training the multi-view net-
works, we obtain the final score by taking the mean
of the the i-th view scores as follows:

rcombined =
(r1 + r2)

2
With this approach, the two networks tend to get

more representative features and the combined gener-
alisation ability of networks is enhanced significantly.

3.3 Loss Function

To train our model for the scoring task, we have used a
linear activation function upon fully connected dense
layers and have trained the network streams using
two different loss functions. We have used the mean-
squared error (MSE) function on individual view net-
works and a combined multi-view loss function to ob-
tain conditionally independent features.
Mean Squared Error (MSE): We use mean squared
error as our main loss function which is used to cal-
culate the average square difference between the es-
timated values and the actual value on the predicted
scores of individual network streams given by:

Lmse =
1
n

n

∑
1
(ri− pi)

2

Here ri represent the i-th view output and pi repre-
sent the actual attribute score.
Multi-view Loss (Lmv): As discussed above, in addi-
tion to the MSE, we also incorporate a secondary loss
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Table 1: Coefficient of Determination (R2) scores for prediction of social attributes by the proposed and baseline method on
the databases.

Method Trustworthiness (A) Dominance (B)
Annotated AFLW Database (D1)
MOON architecture [4] 0.3800 0.4600
proposed multi-view approach 0.4903 0.5523
Chicago Database (D2)
MOON architecture [4] 0.3012 0.3441
proposed multi-view approach 0.3758 0.4464
Oslo Face Database (D3)
MOON architecture [4] 0.3479 0.4021
proposed multi-view approach 0.3985 0.4795

Table 2: Coefficient of determination (R2) scores of different approaches in the ablation study on the different databases (D1
- Annotated AFLW Database, D2 - Chicago Database, D3 - Oslo Face Database).

Method D1-A D1-B D2-A D2-B D3-A D3-B
Baseline 0.4227 0.4849 0.3307 0.3613 0.3641 0.4201
Ensemble-baseline 0.4442 0.4997 0.3395 0.3663 0.3802 0.4226
Ensemble-Baseline + Lmv 0.4903 0.5523 0.3758 0.4464 0.3985 0.4795

function to penalize the weight parameters of individ-
ual dense layers in order to obtain multi-view features
and efficiently train the network given by:

Lmv =
1
2

W T
1 W2

|W1||W2|

Here W1 and W2 represent the weight parameters of
penultimate dense layers of two network streams.

4 EXPERIMENTS AND RESULTS

In order to validate our hypothesis and justify our ap-
proach, we have performed a methodical experimen-
tal analysis, details of which are described below.

4.1 Dataset Specifications

In this work, we have used three publicly available
databases, i.e., Chicago Face Database (Ma et al.,
2015), Oslo Face Database (O et al., 2014) and Anno-
tated AFLW Database (McCurrie et al., 2017) which
are often used for behavioural and perceptual analy-
sis. By doing so, we have significantly diversified our
dataset in order to fairly assess our approach and re-
duce the human bias.

Chicago Face Database consists of images of
about 597 individuals of diverse ethnicity including
asians, black, latino and white. All the subjects are
represented with neutral facial expressions. The face
Images were provided with manually annotated sub-
jective ratings (e.g., trustworthiness).

Oslo Face Database consists of about 630 male
and female faces of neutral expression with three gaze
directions: left, right, center. The subjects are mainly
from the University of Oslo. The face images contain
annotations for several social attributes like attractive-
ness, perceived dominance and trustworthiness.

Annotated AFLW Dataset consists of about 6,300
grayscale images of face sampled from AFLW dataset
and annotated for subjective ratings by a crowd-
sourced psychophysics testing website.

We perform normalization on the social attribute
scores on each of these databases so as to bring them
under the range of 0-1.

4.2 Training and Testing Protocol

For training our multi-view CNN-based model, we
use two EfficientNet-B0 networks pre-trained on Im-
agenet as our backbone feature generators followed
by fully connected layers. In order to train the model
on the three databases, we split the annotated images
randomly by maintaining an equal ratio of male and
female subjects for the training and testing set. The
initial number of training image samples before aug-
mentation for experiment is 5840, 160, 530 for the
annotated AFLW, Oslo and Chicago Databases re-
spectively. The Adam optimizer with an initial learn-
ing rate of 0.001 is applied to jointly train the fea-
ture generators and FC layers of two streams. We set
the maximum iteration to 75 epochs. The batch size
for all the experiments is set to 32. We also use an
early stopping function while training in order to se-
lect the best model. All experiments are conducted
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Figure 3: Video Frames from the processed video feed indicating detected faces and their attribute scores (trustworthiness) in
real-time.

with Keras (Chollet et al., 2015) on a NVIDIA Tesla
K80 GPU.

4.3 Performance and Evaluation
Metrics

In order to validate the proposed approach, we have
used the coefficient of determination (R2) as our met-
ric which is described below:

Coefficient of determination is a well-known sta-
tistical measure in regression models that determines
the proportion of variance in the prediction that can
be explained by the model.

4.4 Performance Analysis

We summarize the results of our proposed network’s
performance on the test set in Table 1 and choose the
MOON architecture proposed by Mel et al. (McCur-
rie et al., 2017) for a fair comparison. The MOON
Architecture utilizes a single network to learn the fea-
tures, performance of which is also provided in Table
1.

From the results, we can see that when comparing
with the MOON architecture which doesn’t require
multi-view features, our method outperforms the pre-
vious work by a fair margin on the R2 scores. This
indicates that optimizing feature learning along with
averaging the views is helpful for improving the per-
formance for score prediction and also improves the
overall generalization ability of the model.

4.5 Ablation Study

We also provide the ablation study to investigate the
effectiveness of the multi-view loss function (Lmv)
on the proposed multi-view regression approach. We
also summarize the results obtained using different
strategies in Table 2 for two social attributes: Trust-
worthiness (A) and Dominance (B).

Figure 4: (a) Sample subject face (b) t-SNE plot for visual-
ization of features extracted from corresponding views.

Effectiveness of Multi-view Loss (Lmv): From the
results in Table 2, we can see that the improvement
in the proposed model is mainly gained from the Lmv,
with an average R2 score increased by 0.02, which in-
dicates the effectiveness of our multi-view loss func-
tion in regression-based task as well. To further anal-
yse the effect of multi-view approach on the two fea-
tures generated by the different views, we use t-SNE
(van der Maaten and Hinton, 2008) to visualize the
features of a random face image provided in Fig 4.
We can clearly see from the Fig. that features gener-
ated from two views are diverse from each other. Thus
it further strengthens our claim that Lmv can help the
network in learning more diverse representations and
subsequently improve the scores.

5 MODIFICATIONS FOR
REAL-TIME VIDEO
PREDICTION

We also propose a modification in the architecture in
order to detect multiple subject faces in a video and
score them simultaneously. The first step in the pro-
posed methodology is to pre-process the videos. We
use OpenCV’s VideoCapture (G, 2000) in order to
preprocess the video and split the video into individ-
ual frames.

In order to identify and process the multiple sub-
ject faces which may be present in the frame, we uti-
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lize an open-source face detection framework Caffe
(Jia et al., 2014). Individual frames are then fed
into the face detector which detects and crops the
subject faces. We then utilise our trained Impres-
sionNet model in order to predict the attribute scores
on these face images and annotate the scores on the
original frame. The individual annotated frames are
merged back to form the video in real-time. Fig. 3
shows several frames from a processed video using
the above approach. We have also provided few an-
notated videos from diverse social settings as supple-
mentary material.

6 CONCLUSION

In this paper, we have proposed a fresh multi-view ap-
proach for analysis and prediction of social attributes
like trustworthiness and dominance based on facial
features. The proposed approach achieves superior
feature generalisation and diversification resulting in
improved coefficient of determination (R2) scores.
Our experiments validate that one can extract more di-
verse features using multiple views and subsequently
improve the performance by combining their results
in regressive tasks as well. To justify the diversifi-
cation and generalisation ability of our approach, we
have also performed the ablation study. The obtained
results clearly establish the effectiveness of this ap-
proach and also indicates that similar methods can
also be used for analogous tasks. At last, we also
proposed a method which enables the real-time video
analysis of multiple subject faces and can have several
applications in marketing, surveillance and more.

7 SUPPLEMENTAL MATERIAL

More results and evaluations on video sequences of
various test subjects can be seen in the supplemental
annotated videos from the link below. We show
examples of various social interactions and how it
affects the perception of the social attributes like
trustworthiness based on the facial expressions
analysed by our multi-view regression approach
(see, for example, the fluctuations in trustwor-
thiness scores associated in tense situations such
as in political interviews or broadcasting studios
when the subject is judged highly in Videos).
https://anonymous.4open.science/r/3a48498b-871f-
4484-93dc-c9982e11fd65/README.md
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